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ABSTRACT 

Image classification accuracy is the total number of images predicted correctly out of 

the total images in the test dataset in the field of computer vision. Classifying the 

images accurately is still a challenge due to single image classification models being 

biased and having high variance. The research created a combination of two models 

(Artificial Neural Network + Support Vector Machine), the maize leaf disease image 

features that were extracted were passed to the developed model which classified the 

diseases with high accuracy compared to the single models. Dimensionality reduction 

was also considered to reduce the computational complexity and this was achieved by 

using the Histogram of Oriented Gradient feature descriptor which extracted only 

relevant features and through away information that was not necessary. The relevant 

features were considered as the key point since an image was differentiated from each 

other using the key points. The developed model input was the features extracted 

which were in a form of a vector space known as an array of numbers and each number 

represented a particular feature. The developed image classification model consists of 

two modules; the feature extraction module and the image classification module. The 

feature extraction module was integrated to work together with the classification 

module and the features extracted by the feature extraction module were normalized to 

make them scale-invariant and less susceptible to light which is one of the factors that 

usually affects image classification accuracy. The classification module was also 

adjusted by combining two classifiers; Artificial Neural Network and Support Vector 

Machine and the main reason were for the Support Vector Machine to replace the 

softmax layer used for classification in the Artificial Neural Network since the Support 

Vector Machine have the hyperplane component which is a line that accurately 

separates data belonging to different classes and this made SVM to classify maize leaf 

disease images accurately. The Support Vector Machine also has the capability of 

minimizing the generalization error on unseen data which resulted in better prediction 

results. The common rust, leaf spot, and northern leaf blight and healthy images were 

used during the feature extraction process, training, and validation of the model. The 

feature extraction methods were compared on how they perform with image 

classification models to find out which feature descriptor performs best. The 

experimental results indicated that the Histogram of Oriented Gradients performs well 

with the image classifiers compared to KAZE and Oriented FAST and Rotated BRIEF 

and the Histogram of Oriented Gradients method reduces computational complexity 

during the image feature generation process. The model which was a combination of 

three methods, Histogram of Oriented Gradient, Artificial Neural Network, and 

Support Vector Machine emerged the best in terms of image classification. The 

experimental outcome based on performance metrics indicated that the developed 

model had a 0.95 accuracy score. The experimental result shows that the Histogram 

of the Oriented Gradient together with Artificial Neural Network and Support Vector 

Machine classifier is the best combination model for maize leaf disease identification 

since it produced the highest accuracy score compared to the other image classification 

models. The researcher finally recommends the model to be used today and in the 

future when it comes to classifying maize leaf disease images. 
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DEFINITION OF OPERATIONAL TERMS 

Feature Extraction: The process of extracting principal components that represent 

an image. 

Computer Vision: The field of artificial intelligence that illustrates how computer see 

images the way human being does. 

Image Classification Accuracy: is the total number of images predicted correctly out 

of the total images in the test dataset in the field of computer vision. 

Model Validation: is the process of evaluating the performance of the model. 

Precision: It is a metric that is used to measure how often the model is correct when 

it classifies the image in the right class. 

Recall: It is used to measure how often the model predicts yes when it is actually yes. 

F1 Score: It is obtained by calculating the harmonic mean of precision and recall. The 

worst value for the F1 score is 0 and the best value is 1. 

Confusion Matrix: is a table that is used to define the performance of a classification 

algorithm. A confusion matrix visualizes and summarizes the performance of a 

classification algorithm. 
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CHAPTER ONE 

INTRODUCTION 

1.1 Background of the Study 

Maize leaf disease is one of the challenges that farmers usually encounter in the field 

of agriculture, especially during maize farming. Identifying the specific type of disease 

affecting maize is still a challenge hence if these diseases are not correctly identified 

it may lead to a farmer making an erroneous decision which is expensive. Image 

processing is one of the techniques that is used to extract features from images and 

then these features are passed to the image classification models which assist in 

classifying the images to the class they belong to hence this leads to easier 

identification of the diseases.  

Image classification models are validated by calculating their accuracy which is an 

important metric since it shows the ratio of the total number of predictions with the 

total number of images subjected to the test. The field of computer vision still 

experiences a lot of challenges while trying to classify the images accurately since 

none of the models has ever achieved an accuracy of one hundred percent. Due to a 

lot of publicly available images on the internet, there are a lot of redundant images 

hence a method that can identify and classify the images with the highest accuracy 

need to be developed. Extracting features from an entire image is usually time-

consuming and involves a lot of computation hence dividing the images into smaller 

parts and only using relevant parts of the image to extract features resulted in a 

balanced tradeoff between complexity and accuracy [1]. 
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The purpose of this research is to extract features from the images, the features are in 

a form of a vector space which acts as an input value to the hybrid of ANN and SVM 

classifies which produces accurate results compared to a single model [2]. 

Dimensionality reduction was also considered to reduce the computational complexity 

and this was achieved by using the HOG feature descriptor which extracted only 

relevant features and through away information that was not necessary. This technique 

removes misleading data from images which makes the models struggle to understand 

the data during training, hence the model when fed with main features, it clearly 

distinguishes the images well leading to high accuracy score. The relevant features are 

considered as the key point since an image is differentiated from each other using the 

key points. The developed model input is the features extracted which are in a form of 

a vector space known as an array of numbers and each number represents a particular 

feature. Image processing is one of the techniques used during feature extraction 

where the image is first resized into a ratio of 1:2, mostly used ratio is 64 x 128 [3]. 

The images are divided into a patch of 8 x8 and 16 x 16 which makes the feature to be 

extracted easily and that is why resizing the images to a scale of 64 x 128 is very 

important. The application of filters to an image after calculating the vertical and 

horizontal gradient leads to the creation of the histogram of the oriented gradient.  The 

calculation of the image gradient leaves only the shape and edges of the image and 

unnecessary information such as colored background is removed. The HOG method 

provides the edge direction by calculating the magnitude and direction of edges, unlike 

other methods which extract only the edge features to be able to recognize an image. 

The x and y pixel values are very important since they are used to calculate the image 

gradient by calculating the change in the x and y direction of every pixel. The gradient 

is always calculated from an image patch of 64 image pixels which is always an image 
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of size 8 x 8. For every patch extracted from an image, the pixel matrix is generated 

for each patch [4]. Gx and Gy denote the change in the x and y direction which is 

calculated for each pixel matrix. The Gx and Gy will now store the new matrices 

formed after the gradient is obtained. All the pixels in an image are used to find the 

gradient direction and the magnitude. This is achieved by calculating the Total 

Gradient Magnitude and the mathematical equation used to calculate that is illustrated 

as shown in the equation below;  

T.G.M=√((𝐺𝑦)2 + (𝐺𝑥)2) 

The direction of every image pixel is calculated using the equation; 

 

 

The magnitude and direction of the pixel are used to generate the histogram which in 

turn produces the Histogram of Oriented Gradient features [5]. Finally, the input value 

for the classifiers is the Histogram of Oriented Gradient features extracted from each 

image.  

The predicted outcome for Artificial Neural Network is achieved by adjusting the 

weights during forward and backward propagation until the final score matches the 

actual score.  Different nodes produce different scores and averaging the scores from 

various nodes reduces variance since Artificial Neural Network has low bias and high 

variance. Averaging the predicted outcome reduces the variance of the models 

significantly if the models are much uncorrelated. The same idea usually makes 

Random Forest bootstrap sampling features and observations by coming up with trees 

that are less correlated [6]. 

It should also be noted that image classification models usually fail to make 

predictions on the data that it has never been trained on. This usually makes the model 

ϴ=arctan (Gx / Gy)                     

     (2) 
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perform badly which in turn results in large misclassification errors. To make the 

models perform well on the data it has never been trained on it is good to divide the 

images into training, validation, and testing images. Then use the training images to 

train the model and check the performance of the model using the test images. After 

that, the images are reshuffled by using the one used for testing to be used for training 

and vice versa until all the images are partly used for training and partly used for 

testing to enable the models to generalize well from training data to unseen data thus 

preventing overfitting problem from occurring and hence enhancing the image 

classification accuracy. 

The preeminent approach to improving predictive performance is to combine the 

advantages of different models so that the models may work together and the size of 

the models has a relative improvement in the test results. Biasness is reduced by these 

models since the conclusion is made by combining outcomes from multiple models 

rather than a single model. Typically, multiple models use bagging, boosting, and 

voting algorithms to combine weak models to create a hybrid classifier that when 

subjected to a test dataset yields better predictive results hence it is considered as a 

supervised learning technique. The single opinion of one model is noisier than the 

aggregate opinion of a collection of models and this reduces the variance and the 

overfitting problem. Improving generalization ability is one of the most common 

reasons why the combination is done [7]. Measuring the extent to which the models 

are error-independent can tell how effective combining is. The best reason for 

combining is that when the models make an error on test data is that this error should 

not be replicated to other models, so each of the models generalizes the data well. 

When the model is created the researcher should consider the advantages of each 

member and choose the ones that seem to classify maize leaf disease images 



5 

 

accurately, and this should result in a model that generalizes well. The image 

classification model should be trained on varying methods while holding the data 

constant since this is considered a promising approach that results in good 

generalization patterns thus improving the image classification accuracy. 

1.2 Statement of the Problem 

The advancement of information technologies has led to massive digital data which 

needs processing to inform business processes. A huge percentage of this data consists 

of images. Image processing has therefore attracted much attention from researchers 

recently. Many experts in the field of machine learning have developed image 

classification models used to classify maize leaf diseases and went further in 

measuring the accuracy of each model [5] [8] [10]. Unfortunately, these models are 

not one hundred percent accurate which leads to instances of wrong classification and 

hence erroneous decisions that are expensive.  

Most of the studies have focused on single models which have a challenge with 

generalization error [6]. Meaning that the results cannot be fully relied on due to the 

misclassification of images. The single models like Artificial Neural Network tend to 

cram the features and hence be biased with the predictions since the model's 

disadvantages may outweigh the advantages, which in turn affects the model 

classification accuracy. The ANN classifies the images through trial and error during 

forward and backward propagation hence resulting in an overfitting problem that 

affects accuracy. The SVM does not perform well on large dataset since it doesn't have 

enough memory to store more training data and also it requires more time to be trained. 

Therefore, the main goal of this study is to enhance the image classification accuracy 

for maize leaf diseases by creating a model that generalizes the data well. 
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1.3 Research Objectives 

1.3.1 Main Objective 

The main research objective was to develop an ensemble model for enhanced image 

classification of maize leaf diseases. 

1.3.2 Specific Objectives 

To achieve the main objective, the research was guided by the following specific 

objectives: 

i. To analyze the existing maize leaf disease image classification models. 

ii. To design an enhanced image classification model for maize leaf diseases 

based on objective (i) results. 

iii. To validate the enhanced image classification model. 

1.4 Research Questions 

i. How do you analyze existing maize leaf disease image classification models? 

ii. How do you design an enhanced image classification model for maize leaf 

diseases based on objective (i) results?  

iii. How do you validate the enhanced image classification model? 
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1.5 Significance of the Study 

The researcher developed an enhanced image classification accuracy model for maize 

leaf disease identification. The model was tested and validated based on machine 

learning metrics such as accuracy and generating a classification report together with 

the confusion matrix.  

The research incorporated a feature extraction method that extracted relevant features 

i.e. the important information from an image before the images are classified. 

Extracting features from an entire image is usually time-consuming and involves a lot 

of computation hence dividing the image into smaller parts and only using relevant 

parts of the image to extract features resulted in a balanced tradeoff between 

complexity and accuracy. 

The model was aimed at overcoming the generalization error associated with a single 

model by coming up with a model that combines the advantages of Support Vector 

Machine and Artificial Neural Network models which produced good predictions 

results. The models were subjected to data they have never seen before to increase 

their generalizability and this was done using the cross-validation method. The method 

was used to affirm if the classifiers have generalized the data well before being 

validated with the test data set. This assessment was very important since it enabled 

one to know if the models learned during the training process. The underfitting and 

overfitting of the model was also determined through cross-validation. The 

underfitting problem usually occurs when you have less training data which makes the 

model not to generalize the data well since the training data is used both for training 

and validation. Reducing the training data makes us lose hidden patterns in the data 
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which in turn increases the error induced by bias hence losing important trends in the 

data. The research increased the generalizability of the model by using K-Fold cross-

validation which ensured part of the training data is used both for training and 

validation purposes before subjecting the model to the test data set. The whole data 

set was considered as a k subset and 1 fold of the dataset was used for validation and 

the remaining k-1 fold was used for training. The total error estimation was done for 

all k trials to find the total effectiveness of the developed model. The method made 

the images to be in the test data set once and in the training data set k-1 times. It made 

most of the images be used both in training and testing hence making the model 

generalize the data well thus reducing the overfitting problem, variance, and bias 

significantly. The method interchanged the test set with the training set which made 

the method more effective and in turn improved the learning rate of the image 

classification models.  

The best approach to improve predictive performance i.e. image classification 

accuracy was to use a model that combined the strengths of the Support Vector 

Machine and Artificial Neural Network and the size of the models had a relative 

improvement on the test results. Biasness was reduced by the developed model since 

the predicted result was from a combination of two models rather than a single model. 

Typically, combining models to come up with one that generalizes the data well so 

that it can give better predictive results enhanced the image classification accuracy 

obtained by a single model. 

1.6 Scope of the Study 

The study used the maize leaf disease dataset to test the developed model. The maize 

leaf disease images used included healthy, northern leaf blight, leaf spot, and common 
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rust images. Therefore, other maize leaf disease images not in this dataset were not 

considered.  

The metrics measured for the model were accuracy, precision, f1-score, and recall. 

Meaning any other metrics were not considered. The confusion matrix and 

classification report were also generated to see how the model classifies images when 

subjected to a test dataset. 

The enhancement of image classification accuracy was achieved by creating a model 

that combined the strengths of Support Vector Machine and Artificial Neural Network 

models. The advantages of the two models resulted in a better model in terms of 

performance compared to a single model.  

1.7 Limitations of the Study 

A limitation of the study refers to the characteristics that will hinder the study 

conclusion validity and the generalizability of the results and the researcher has no 

control over them. 

One of the challenges specifically with the image classification model is getting 

enough data that will be used both for training and testing purposes, which is always 

not enough. Collecting maize leaf disease was a challenge since it requires a camera 

with high specifications which will take clear images to enable the models to 

generalize the training data well hence producing accurate results when subjected to 

the test dataset. The researcher overcame this challenge by using the Kaggle website 

to download the maize leaf disease dataset. The dataset had images for both training 

and testing purposes for each category of maize leaf disease. 
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1.8 Contribution of the Thesis 

The contribution to the thesis was made by achieving all the objectives stated in the 

introduction chapter as follows; 

i. A better model was developed by combining the components of Support 

Vector Machine and Artificial Neural Network to interoperate for an enhanced 

image classification accuracy in maize leaf disease identification. The model 

was developed based on optimal parameters for Artificial Neural Network and 

Support Vector Machine. In the combination of Support Vector Machine and 

Artificial Neural Network, the SVM replaced the softmax layer in the Artificial 

Neural Network, and hence the SVM had the capability of minimizing the 

generalization error on unseen data which resulted in better prediction results. 

Combining the two models reduced the variance by fitting one component of 

each model at a time and an increase in the capacity of models reduced the bias. 

The combined strengths of the models offset individual model variances and 

biases since the generalized the data well and it provided a composite prediction 

where the final accuracy was better than the accuracy of individual models. 

ii. A comparative analysis was done for the developed model with other existing 

models and the results showed that the model performed best. 

iii. The developed model was validated by measuring accuracy, precision, recall, 

and f1 score and the result indicated that it performed well compared to single 

models. 
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1.9 Organization of the Thesis 

The thesis is divided into five chapters, the first chapter is the introduction. It explains 

the problem statement, research objectives, research questions, scope of the study, and 

contribution of the thesis. It outlines a detailed problem and therefore the need of the 

study to address it. The objectives are the specific goals that were set out to be attained 

by the study. The scope on the other hand is the extent to which the study area was 

investigated. 

The second chapter is literature review, is a detailed literature on the area of study and 

what other researchers have done in the studies related to the topic under review. 

The third chapter is the research methodology, it outlines the steps the research process 

took in order to achieve the set objectives and research questions. It also explains how 

the data was collected, preprocessed, analyzed and research design used. The chapter 

also explores the research tools, experimental procedures and the findings. 

The fourth chapter is results and discussion, it looks into the outcomes of the 

experiment as well as strengths and weakness of the proposed solution. The chapter 

also discussed the model accuracy and reliability. 

The fifth chapter is the conclusion, recommendations and areas of possible future 

research work. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 Introduction 

This chapter provides a literature review of different image classification models, how 

the models have been used by different researchers. A literature review on different 

feature extraction methods has been carried out including how other authors have used 

the different feature extraction methods. The performance of both feature extraction 

methods together with image classification models has also been reviewed in the 

literature. The research also reviewed the advantages and disadvantages of feature 

descriptor methods and maize disease classifiers. Model validation was also reviewed 

to find out the process that is followed to validate the developed model. Based on the 

literature review that has been done, the research gaps have been identified which will 

form a basis under which this research will be established. 

The identification of maize leaf diseases by extracting features from the images by 

using feature descriptors and the features acting as the input value to the machine 

learning algorithms is widely used. The machine learning algorithms are validated 

based on various metrics which differ for each algorithm used. The identification of 

images uses various methods in the field of computer vision depending on the nature 

of the data set used. Image classification accuracy is one of the major problems in the 

field of computer vision. Due to a lot of publicly available images on the internet, there 

is a lot of redundant images hence we need a method that can identify and classify the 

images with the highest accuracy. In recent studies, most machine learning algorithms 

classify images by using the features extracted from them. Extracting features from an 

entire image is usually time-consuming and involves a lot of computation hence 
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dividing the image into smaller parts and only using relevant parts of the image to 

extract features usually results in a balanced tradeoff between complexity and 

accuracy [10]. 

The machine learning algorithms work hand in hand with the feature descriptor which 

extracts the features and passes them to the algorithms as a feature vector or an array 

of integers that represent the features. The dimensionality reduction technique is one 

of the methods that is used to reduce the number of features extracted by only 

considering the key points thus reducing the computational complexity during the 

process of extracting information from the images. The images are distinguished 

clearly from each other using the key points hence classifying the images using the 

distinctive features becomes easy and faster.  

2.2 Image Classification Models 

The image classification models used in the field of agriculture to classify maize leaf 

diseases include Support Vector Machine, Artificial Neural Network, K-Nearest 

Neighbour, Logistic Regression, Random Forest, Decision Tree e.t.c. The models use 

the features extracted from the images by the feature descriptors as their input values. 

The classifiers are then trained on the features to generalize the data well which assists 

them in prediction when subjected to a test data set. The validation process is done to 

affirm if the models identify the maize leaf diseases correctly [6],[8], [20]. Panigrahi 

et al, 2020 used machine learning algorithms to do an experiment that can detect and 

classify maize leaf diseases. Out of the supervised machine learning techniques used 

in his experiment, Random Forest emerged the best with a classification accuracy of 

79.23%. During experimentation, the dataset was obtained from the plant village 

website and it contained a total of 3823 images. The images were labeled common 
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rust, gray leaf spot, northern leaf blight, and healthy having 1192 images, 513 images, 

956 images, and 1162 images respectively. Traning and testing of the image 

classification model were done using the respective images too. 

2.2.1 Support Vector Machine 

Cortes and Vapnik suggested a binary classification method which is a modified 

version of the Support Vector Machine. The main reason for the support vector 

machine is to identify a line that distinguishes between data points of different class 

categories. The lines H1, H2, and H3 are the hyperplanes that are used to segregate the 

data points from various classes. The X1 and X2 are used to determine the positions of 

each data point. 

 

Figure 2.1 Hyper Planes (Source: [1]) 

The line with a large distance between the two classes of the data points is chosen and 

this makes the data points be classified with high accuracy. These lines are called 

hyperplanes and are the ones that determine the class the data point belongs to. The 

number of features is the determinant of the dimension of the hyperplane [4]. 

https://www.learnopencv.com/wp-content/uploads/2016/11/SVM.jpg


15 

 

When there are two input features the line is drawn clearly that differentiates the two 

different data points. A two-dimensional plane is drawn when the input features are 

three and it is hard to draw the hyperplanes when the image features are more than 

three. The hyperplane divides the datapoint into separate classes and is usually 

represented by the following formula. 

 

The support vector machine works well with high dimension space hence it provides 

greater accuracy. It also uses less memory since it uses a subset of training points. The 

major disadvantage with the support vector machine is that when using it with a large 

dataset it usually results in a high training time. The other disadvantage is that when 

used with overlapping classes it does not perform well. 

2.2.2 K-Nearest Neighbors 

It is a machine learning algorithm that learns from labeled data by taking the features 

of image X and tries to associate them with their label, the algorithm learns from the 

training data set and tries to classify features based on what it has learned. It classifies 

the features based on the majority k nearest neighbors calculated based on some 

distance metric [3]. 
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Figure 2.2 Data Points (Source: [2]) 

The algorithm work on the divided dataset which contains a training set and testing set. 

The testing set is used to see if the algorithm can classify data well best on prior 

knowledge during the training session by obtaining k images that are trained and closest 

to the validation image. The k neighbors’ labels help in classifying the test images bases 

on voting methods and the image is classified based on many votes [2]. 

KNN produces high accuracy but relatively there are better classification models than 

KNN, the algorithm is also simple and easy to interpret and understand. 

The disadvantage is that it stores all the training data which makes it computationally 

expensive and hence high memory storage is required compared to other image 

classification algorithms. Irrelevant features should not be used with KNN and also 
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data that has been scaled since the algorithm is sensitive to irrelevant features and 

scaled data. 

2.2.3 Random Forest Classifier 

Random Forest is mostly used for classification problems since it is easy to use and 

produces better results because it is considered an ensemble method of many decision 

trees as we are aware a forest is made up of many trees and the more the trees the more 

the forest becomes robust. The Random Forest is made up of more decision trees and 

predicts results by creating decision trees on the data samples and picks the best 

decision tree that predicted the results with high accuracy through voting. It reduces 

the overfitting problem by averaging the result from every decision tree hence 

concluding the best result that is why it is called an ensemble method. The diagram 

below illustrates better how random forest works; 
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Figure 2.3 Random Forest Model  

The main reason why the random forest is preferred in classification problems is that 

it is an ensemble method and produces more accurate prediction results by building 

multiple decision trees and combining them to get better results. And also it reduces 

the overfitting problem by averaging the results from different decision trees. The 

major disadvantage of the algorithms is it takes a lot of time to make predictions since 

it uses many decision trees to give better results hence consuming a lot of time [11]. 

2.2.4 Logistic Regression 

It is a statistical machine learning model that is used to show the relationship between 

the independent and dependent variables. The model uses the logistic function which 

is derived from its name logistic, and the function is also known as the sigmoid 
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function and the value of the function lies between 0 and 1. The Figure below 

demonstrates how the logistic function works by finding the probability that a vehicle 

will break since the last time it was serviced [19]. 

 

Figure 2.4 Sigmoid Function (Source: [19]) 

The logistic function is represented by the following equation. 

P(x)= (eβ
0

+ β
1

x)/(1+ eβ
0 + β1x) 

P(x)= 1/(1 + e-(β
0

+ β
1

x) 

When the data is linearly separatable the logistic regression performs better which 

results in high accuracy score. The good thing with the algorithm is that it does not 

require tuning and it is easy to develop and train a model using logistic regression 

since it is easy to implement and interpret it. 

Logistic Regression should not be used when the number of features is more than the 

number of observations since it may lead to over fitting [19]. 
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2.2.5 Artificial Neural Network 

The Artificial Neural Network model is a model that mimics the way the human brain 

operates. The model has a three-layer and the first layer is called the input layer which 

works with the hidden layer by forwarding all the inputs to it for processing, the 

processed input is taken to the output layer which displays the final output. The hidden 

layer is in charge of feature extraction and all manner of calculations. 

 

Figure 2.5 Artificial Neural Network Layers (Source: [20]) 

The ANN when used in image identification, the input layer takes the image of 28 by 

28 pixels. The model has multiple neurons and each neuron has an activation that reads 

the image in form of a grayscale. The activation represents the corresponding pixel of 

the image with values ranging from 0 to 1, whereby 0 represents the black pixel and 1 

represents the white pixel. The feature vector of the image pixels acts as the input 

value of the input layer. The size of the input layer is fixed and accepts only images 

of size 28 by 28 pixels and if your image is greater than that then you need to resize it 

because the size of the input layer cannot change [20]. The Figure below demonstrates 

how the ANN processes the image for identification purposes. 
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Figure 2.6 Artificial Neural Network Input Layer (Source: [20]) 

The advantage of ANN is that during training it generalizes the data well hence 

enabling it to make good predictions on unseen data. The other advantage is that it can 

model relationships that are complex which is good because in the real life the input 

and output relationships are usually complex. 

The disadvantage with ANN is that you use trial and error until you get the appropriate 

network structure of the artificial neural network that will help you solve the problem 

hence losing trust in the model. 

2.2.6 Decision Tree 

The decision tree model is used to classify images and is a supervised learning method 

that is tree-based. The algorithm makes a prediction based on labeled data that’s why 

it is called a supervised learning method. In training a model based on the labeled data 

the decision tree acts as the supervisor. The decision tree uses various data points to 

learn from simple decision rules. They also determine odds and in python, they can be 

used to both solve regression and classification problems. Figure 2.7 below is used to 

demonstrate how a Decision Tree is used to classify animals with animals’ color and 

height acting as input features to the Decision Tree classification model. 
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Figure 2.7 Classification of Animals Using Decision Tree (Source: [21]) 

The way the model splits data is usually determined by calculating the entropy of the 

model. The metric is applied to a dataset to measure its randomness and uncertainty. 

The formula for calculating the entropy is as follows.  

∑ 𝑃(𝑣𝑎𝑙𝑢𝑒𝑖). 𝑙𝑜𝑔2(𝑃(𝑣𝑎𝑙𝑢𝑒𝑖)

𝑘

𝑖=1

 

One of the advantages of the Decision tree is that it can handle data that is both 

categorical and numerical. Even if the assumptions are violated by the actual model, 

the DT still performs well. Implementing, visualizing, interpreting, and understanding 

how the Decision Tree works is usually easy and simple [21]. 



23 

 

2.3 Model Development Approaches 

Image classification models usually require the right input for them to make correct 

predictions. In order to generalize the training data well, the selection of feature 

descriptors is important since it ensures that the right inputs are obtained for use. Data 

collection is very important since accurate, clear, and concise data affects the 

performance of machine learning algorithms. When developing these models the data 

collected needs to be split into training and testing to avoid biases since the testing 

data set should not be part of the training data. The nature of data and outcomes enables 

you to either create unlabelled data (unsupervised) or labeled data (supervised) models 

[20]. 

Some previous work was reviewed with an aim of identifying model development 

approaches as follows: 

2.3.1 Hybrid of Deep Learning Using Support Vector Machine 

Tang, Y 2013 developed a hybrid of deep learning using linear support vector machine 

for image classification and clearly showed the advantage of replacing soft max layer 

with linear support vector machine. Popular dataset like MNIST, CIFAR-10, and the 

ICML 2013 Representation Learning Workshop’s face expression recognition 

challenge were used and the result showed that when linear support vector machine is 

used for classification it gives better prediction. Canadian Institute For Advanced 

Research 10 dataset was a 10 class object dataset with 50,000 images for training and 

10,000 for testing. The colored images were 32 × 32 in resolution. The Convolutional 

Neural Network was trained with two alternating pooling and filtering layers. 

Horizontal reflection and jitter was applied to the data randomly before the weight was 

updated using a minibatch of 128 data cases. The test error was measured while using 
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ConvNet+Softmax and ConvNet+SVM and the results were 14.0% and 11.9% 

respectively [77]. 

2.3.2 Model Simulation Using MATLAB Tool 

Yakkundimath et al, 2013 conducted an experimental work using SVM and ANN to 

classify three types of cereal plants. In particular, they used fungal symptoms 

associated with each leaf disease (jowar, maize, and wheat leaf disease) to train the 

classifier so as they may be able to identify the leaf diseases. The type of leaf diseases 

used during the research included normal, smut, powdery mildew, leaf spot, and leaf 

blight maize leaf disease and the researcher was only limited to those particular types 

of disease.  The images of 750 JPG format were used and were normal and fungal 

affected and a procedure was used to identify and categorize the symptoms associated 

with each image. The images were then divided into smaller segments of the same size 

and this is referred to as image segmentation and preprocessing, to reduce the 

computational complexity. The MATLAB tool was used for the program interface, 

the features which acted as input to the machine learning algorithm were extracted 

from the maize leaf disease images using the color co-occurrence matrix algorithm. 

The validation for the machine learning algorithms was done and the accuracy of 

83.83% and 77.75% were obtained for SVM and ANN respectively. The research 

results showed that SVM classified the cereal fungal diseases more accurately than 

ANN hence it recommended SVM be used for a similar experiment in the future [10]. 

A comparative analysis of feature extraction methods and other machine learning 

algorithms were recommended to be done in the future to have a more conclusive 
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experimental work when it comes to the classification of cereal fungal disease images 

[66].  

2.3.3 Genetic Algorithm and Support Vector Machine 

Xiaoyang et al, 2017 created a model that classified four types of maize leaf diseases, 

the research was done on a china farm and the following steps were followed; The 

JPG types of maize leaf disease images were collected using digital cameras, the 

images were converted to BMP format to extract relevant features from them, and a 

threshold value was calculated to use it in segmenting the images. The images were 

classified using the GA-SVM algorithm where the images are converted to HIS from 

RGB and finally, the mean and standard deviation is calculated and this information 

is the one that assisted in the identification of the maize leaf diseases. The RBF kernel 

function and Support Vector Machine were among the classifiers used in the image 

classification. The validation was done by measuring how the machine learning 

algorithm performed with the test dataset and a precision of  88.72% to 92.59% was 

obtained for the GA-SVM algorithm and  69.63% to 90.09% for SVM was calculated 

which indicated that the GA-SVM generalized the training data well hence it produced 

more accurate results compared to Support Vector Machine [4]. 

2.3.4 Support Vector Machine and Artificial Neural Network 

Pujari et al, 2016 developed a model of Support Vector Machine and Artificial Neural 

Network to identify maize leaf disease images. Feature descriptor was used to extract 

image features which were used to train the two classifiers. The validation of the 

models after training was done and the experimental results showed that SVM 

performs best compared to ANN. The accuracy of 0.9217 and 0.8748 was calculated 
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for SVM and ANN respectively but unfortunately, the researcher did not mention the 

number of images used for both training and validation purposes [66]. 

2.3.5 Experimental Approach by Zhang et al, 2017 

Zhang et al, 2017 did experimental work to identify five types of maize crop diseases 

using machine learning algorithms. The model was trained and validated with both 20 

images collected and this can clearly show that there was not enough data for training 

and validation thus the models did not generalize the data well which led to both 

underfitting and overfitting problems. The maize leaf diseases used were not 

mentioned by the author hence the scope of the types of diseases that were being 

classified was not clear. Image preprocessing was done by resizing the images into 32 

x 32 pixels and this was to scale and normalize them by considering their orientation 

and histogram equilibrium. The image pixel had a 255 grayscale level hence the 

images were converted to black and white color with each image having a white 

background. The images used were collected using digital cameras and image 

segmentation was done to reduce computational complexity during feature extraction. 

The images collected were divided into five disease categories both for training and 

validation. The KNN algorithm was trained and tested based on the features extracted 

and it was able to classify the five-leaf disease category to the class they belong to 

hence each image feature was associated with their respective class labels. The results 

for maize leaf disease classification produced a classification accuracy of above 80% 

after it was done 50 times. The key points clearly distinguish an image from one 

another and one of the future recommendations by the researcher is to use a feature 

descriptor that only extracts relevant information from the images hence reducing the 

training time of the machine learning algorithms. The training data should also be 
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increased to enable the algorithms to generalize the data well hence avoiding the 

overfitting and underfitting problems [74]. 

2.3.6 Image Classification Using the Support Vector Machine  

The model which uses the Support Vector Machine as the classifier and HOG and 

LBP as feature descriptors were created by Mohammad, Sayeed, and Billah in 2019 

for plant disease detection. The training and testing were done using a public dataset 

known as the Flavia leaf dataset. The image features were extracted using Local 

Binary Pattern and Histogram of Oriented Gradient and they acted as the input value 

for the Support Vector Machine Classifier which assisted in maize leaf disease 

identification. The correct number of predictions made over the total number of 

images subjected for testing was calculated and an accuracy of 0.9125 was obtained, 

this was done by using the Support Vector Machine as the classifier and the hybrid of 

Local Binary Pattern and Histogram of Oriented Gradient as the feature descriptor. 

The Support Vector Machine was trained on the features extracted using the Local 

Binary Pattern Descriptor and after it generalized the data it was validated with the 

images it has never seen before and the model performed badly when subjected to a 

test data set by producing an accuracy of 0.406. The Histogram of Oriented Gradient 

algorithm was used and first the images were divided into the size of  2 x 2, 4 x 4, and 

8 x 8, the features were extracted from the three segments using the HOG algorithm, 

and the information was fed to the Support Vector Machine classifier for identification 

of the images and an accuracy of 0.775, 0.8125 and 0.8531 was obtained respectively. 

From the results, it was concluded that when the Histogram of oriented Gradient 

extracts information from an image of size 8 x 8 and the Support Vector Machine is 

trained on the features extracted, it generalizes the data well which in turn reduces the 
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overfitting problem hence producing more accurate results. In summary, the model 

which contains Support Vector Machine as the classifier for maize leaf disease 

identification and a hybrid of Histogram of oriented Gradient and Local Binary Pattern 

as the feature descriptor produces more accurate results compared to any other image 

classification model [39]. 

2.3.7 Random Forest Model by Panigrahi et al, 2020 

Panigrahi et al, 2020 used machine learning algorithms to do an experiment that can 

detect and classify maize leaf diseases. Out of the supervised machine learning 

techniques used in his experiment, Random Forest emerged the best with a 

classification accuracy of 79.23%. During experimentation, the dataset was obtained 

from the plant village website and it contained a total of 3823 images. The images 

were labeled common rust, gray leaf spot, northern leaf blight, and healthy having 

1192 images, 513 images, 956 images, and 1162 images respectively. Traning and 

testing of the image classification model were done using the respective images too. 

Image processing was done and this included converting the images into the same 

sizes as large images usually occupy a lot of memory and it entails a lot of 

computation. The colored images were also converted into grayscale images since this 

makes images contain only two colors which are black and white hence processing 

features from these images becomes easier and faster. Image segmentation was also 

done during the experiment and this involved dividing the images into smaller parts 

and then doing away with parts that are not important. The important segments of the 

images were used to extract features since these parts are the ones that contained 

relevant and unique features of the images. The features were extracted and 

categorized in terms of shape, color, and texture since the models can easily detect and 
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classify maize disease images based on these features. Remember the features were 

extracted from the maize disease dataset which contained 3823 images and the dataset 

was split into two whereby 90% of the images were used as the training dataset to the 

machine learning algorithms and 10% of the dataset was used and the testing dataset 

to the image classification models. The classifiers used were SVM.KNN, RF, DT, and 

NB and the implementation of these classifiers were done using Windows 7 operating 

system installed with python 3.3. Pandas package and python machine learning library 

were used along with python software. The dataset had images of different sizes and 

hence the images were reduced to a size of 100 by 100 and this was done to make 

images used of the same size. Image library known as the CV in python was used to 

convert grayscale images to a CV2 format. The transformation of the images is 

performed again and again by feeding the formatted images into a pickle. Once this 

step is through the classification models are fed with the pickle file. The models then 

predict disease accordingly based on the data they are trained on. The models are then 

measured in terms of accuracy, precision, recall, and F1-score to determine which 

model performs best on the test data set. The models tend to classify maize leaf disease 

to be able to determine which leaves are diseased and healthy and in case the leaves 

have been infected with the disease the models will tell which particular disease the 

leaves are suffering from. This will enable the farmers to take appropriate measures to 

prevent maize leaves from being infected further and it will enable the farmers to know 

the right pesticide to apply to the infected maize leaves  [37]. 

2.3.8 Principal Component Analysis and Support Vector Machine 

Zixi et al, 2020 created a model for maize leaf identification based on principal 

component analysis and Support Vector Machine. The maize leaf diseases used in 
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their experiment were healthy corn leaves, corn rust, corn big spot, and corn gray leaf 

spot. To outline the outline of the image and create a mask, OpenCV morphological 

transformation and morphological operation methods were used in the process of 

image background segmentation. To get a complete corn leaf image the difference is 

set between the background and the corn leaf by using the outline and then support 

vector machine and principal component analysis are applied to the processed image. 

The classification accuracy of four kinds of disease is 0.9050, 0.9264, 0.9123, and 

0.9378 respectively when the support vector machine kernel is linear and penalty 

parameter C is 100. Principal Component Analysis is mainly used to reduce the image 

dimension which finally saves the storage space used. Its main objective was to 

calculate k-dimensional features from the n-dimensional features hence coming up 

with a new feature vector that acts as an input to the support vector classification 

model. The support vector machine was used to classify the processed dataset and 

good results were obtained [84].  

2.4 Feature Generation Methods 

The images are identified by looking at the features that accurately distinguish an 

image from one another. The features in an image can be the spots, corners, color, 

edges, and points of interest. Feature extraction is considered as a dimensionality 

reduction approach since the original image is reduced into manageable small 

dimensions and features are extracted which are used to represent the entire image 

with originality and accuracy. This approach reduces the computational complexity 

and balances the trade-off between accuracy and time for computing all the features 

in an entire image. The process enables you to use less information whenever the 

dataset is large without losing the actual representation of the original data. The feature 
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generation methods at the end enable you to build a model that generalizes the data 

well which in turn speeds up the learning process. Reducing the number of features 

by using the dimensionality reduction technique makes one comes up with a model 

which has less machine learning effort. 

2.4.1 Histogram of Oriented Gradients 

HOG is a feature extraction method that is used to extract only important features from 

an image and hence the unnecessary information from an image is left out. The HOG 

first does the image processing method which involves resizing the image into a 64 x 

128 image window which is an aspect ratio of 1:2[3]. The images need to be 

segmented into patches of an aspect ratio of 1:2 most probably 8 x8 or 16 x 16, this is 

to reduce the computational complexity during feature extraction and it is the main 

reason why image processing is done. The image filters are applied by calculating the 

horizontal and vertical image pixel gradients which are known as the histogram of the 

oriented gradient. The shape and the edges of the images are used for image 

representation after the colored background and unnecessary information are removed 

from the images. The HOG method provides the edge direction by calculating the 

magnitude and the direction of every edge unlike other feature descriptors which 

extract only the edge features from an image hence they are not concerned with the 

direction. Calculating and summing up the direction of x and y pixel values results in 

a total gradient for the entire image. The direction of every image pixel is determined 

from the image window extracted from the original image. The image segments are 

used to generate the feature matrix that acts as the input value to the image 

classification model [4].  The Gx and Gy denote the change in the x and y-axis for 

every image pixel and which is considered as the gradient magnitude for the x and y-
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axis pixel and this is obtained from the new matrix formed after image processing. 

The new matrices are then formed where one stores the Gx values and the other one 

stores the Gy values. The total gradient magnitude is calculated by summing up the 

square of the change in x and y pixels then the square root is done from the total 

summation. The total gradient magnitude is calculated as shown in the equation below;  

 

The direction of each image pixel is calculated as shown in the equation below; 

 

 

The gradient magnitude and direction are finally used to come up with the HOG 

features and this is the result of the histogram generated [16]. The input value for the 

machine learning algorithms now becomes the HOG features generated from the 

feature extraction process.  

The HOG method is different from other feature extraction methods simply because, 

the method does image segmentation whose primary goal is to divide the images into 

smaller parts before calculating the magnitude and direction of every image pixel. The 

small segments are the ones that are used to come up with the histogram after 

generating the magnitude and direction of every image pixel. The HOG method 

provides the edge direction by calculating the magnitude and direction of every edge 

thus concentrating on the shape of the image. 

ϴ=arctan (Gx / Gy) 
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One of the disadvantages of the Histogram of Oriented Gradient is that it does not 

perform well with rotated images, therefore it is not good to use it with images that 

can be detected as rotated.  

2.4.2 Oriented FAST and Rotated Brief   

The feature extraction method was developed at OpenCV laboratories called ORB and 

was free to use to detect key points and descriptors from images, which was a more 

viable and efficient alternative to SIFT and SURF feature extraction methods. ORB is 

open-source and that is why it was developed since SURF and SIFT are licensed 

algorithms [5]. 

When it comes to feature detection ORB is better than SURF and it performs as well 

as SIFT. Contributions made toward ORB are; the FAST feature selection method has 

been added as an accurate component and Oriented BRIEF features are computed 

efficiently. 

2.4.3 Features from Accelerated Segment Test 

The FAST algorithm matches the brilliance of a given pixel p in an array to neighboring 

sixteen others that are in a small circle near p. Three classes; lighter than p, darker than 

p, and similar to p are then formed after sorting the pixels in the circle. A key point is 

selected when more than eight pixels are brighter or darker than p [10]. 

 



34 

 

 

Figure 2.8 Selecting a Key Point (Source: [10]) 

Multi-scale features and orientation components are not part of the FAST features. A 

multiscale image pyramid is used by the ORB method for feature detection. 

Arrangements of pictures altogether of which are types of the picture at diverse 

resolutions is an image pyramid with multiscale representation. This algorithm for 

feature detection is used to detect key points in the image. The feature selection method 

called ORB is effective in locating key points at a different scale of each level of the 

pyramid and this case makes the ORB method partial scale-invariant [9]. 
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Figure 2.9 Partial Scale-Invariant (Source: [9]) 

Based on the degree of changing intensity around each key point, the orb assigns an 

orientation to each key point and the orb uses an intensity centroid for detecting 

intensity.  

2.4.4 Binary Robust Independent Elementary Features 

An object remains represented by BRIEF taking the features found by the FAST 

method and then converting the features to a dual characteristic vector which is a vector 

that contains only 1 and 0.  



36 

 

  

Figure 2.10 Binary Feature Vectors (Source: [7]) 

The Gaussian kernel is used by BRIEF to smoothen an image and this avoids key points 

from being affected by noise. A random pair of pixels is chosen by BRIEF in a defined 

neighborhood around every descriptor. Digit 1 is assigned to the first matching pixel if 

it is brighter than the second else digit 0 is assigned [7]. 

 

 

Figure 2.11 Image Patch (Source: [7]) 

A random pair is selected and assigned a value by the BRIEF algorithm. In the case of 

a keypoint BRIEF repeats, the process for 128 times for a 128-bit vector, and a vector 
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is created like this by BRIEF for every keypoint in an image. ORB uses Rotation-aware 

BRIEF because BRIEF is not invariant to rotation. This functionality is added to ORB 

to avoid it losing out on the speed aspect of BRIEF. 

The main advantage of the ORB method is that it is noise resistant and rotation 

invariant. ORB is a local feature detector that is fast robust. The quality of the 

corresponding algorithm is poor but it is a very fast method in generating image 

features.  

2.5 Maize Leaf Disease Feature Extraction 

Feature extraction is the process of obtaining the main features from images while still 

maintaining the intrinsic dimension of the original images and thus it is considered a 

dimensionality reduction technique. The features extracted include color, edges, 

shape, ridges, and texture. The above-named features are discussed in detail as shown 

below; 

2.5.1 Shape of the Leaf 

The shape provides co-ordinates of points such that the entire leaf area can be 

conveniently established through the use of convex hull algorithm. The shape of the 

leaf corresponds to the aspect ratio, area, and rectangular features. The Euclidean 

distance between the leaf tip (apex) and the base which makes the major axis defines 

the length of the leaf that is the main vein to the tip of the leaf. The leaf geometry 

defines various features with regards to shape. The diameter is the longest distance in 

the covered area between two points of the leaf. The length and breadth are used in 

finding the aspect ratio by dividing the length by the width. The end-to-end distance 
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between the leaf margins which makes the minor axis defines the breadth (width) i.e., 

the distance between the leftmost to rightmost side of the leaf [20].  

2.5.2 Leaf Texture 

The spatial distribution of tonal variations in the neighborhood characterizes the 

texture. It comprises texture elements known as texels. A texel has pixel intensity and 

structure features. The texture is an attribute that partitions an image into regions of 

interest and then provides spatial arrangement information concerning color and color 

intensities in the image. Intensity determines the tone while the texel structure signifies 

the spatial connection among the texels. On the other hand, the structural approach 

uses the texels in certain repeated or regular patterns. Lastly, the statistical approach 

takes texture as a measurable aspect of the organization of intensities in a section. A 

fine texture results with small texels that have a large tonal difference while the 

contrary results in coarse texture. Texture can be defined in three ways; statistical, 

modeling and structural [25]. 

2.5.3 Leaf Color 

The color of a particular leaf matters a lot since it clearly shows the type of disease 

affecting maize leaves. The complexity of the image is determined by the variation of 

pixel color at various levels. The open computer vision library reads the color in form 

of BGR color code hence it needs to be converted to Red, Green, and Blue color code 

which is mostly used by feature descriptors [21]. 

2.6 Model Validation 

Model Validation is the process whereby the developed model is evaluated by 

measuring its generalization ability after it has been trained on the training dataset. 
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The model is evaluated by subjecting it to an unseen dataset known as the testing 

dataset and then evaluated in terms of the performance [9]. The first step that needs to 

be done is to create the model. Once the model has been constructed it needs to be 

tuned to have the right parameters associated with the model which will enable it to 

learn fast and generalize the data well during training. The training of the classifier is 

done by using of training dataset which is always a secondary dataset with a huge 

amount of data to make the algorithm learn the hidden pattern in the dataset.  The 

validation is done once the model has learned and it can be able to make the 

predictions. This is achieved by subjecting it to a test dataset and this data should not 

be the one that was used during training. When many models are used and an 

exhaustive comparative study is done, the model that usually makes accurate 

predictions is the one that is usually selected and used even in the future when a similar 

problem of classification arises. The selected classifier is also validated using an 

independent data set to affirm that it can also be used in a different domain to provide 

a solution to the classification problem. Figure 2.12 illustrates the process followed 

during model validation. 
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Figure 2.12 Model Validation  

Model validation is a very important process during model development since it will 

enable the researcher to know how well the developed models make predictions when 

subjected to unseen data. Accuracy, precision, f1 score, and recall are some of the 

metrics that are usually calculated during the model validation process [13]. 

2.7 Research Gaps 

There are several models developed to measure the classification accuracy of maize 

leaf diseases. The models have largely involved a single machine learning algorithm 

such as support vector machine algorithm, ANN, Random Forest, and K-NN, meaning 

there has been little effort to explore the potential of combining two or more models. 

Start of Model Construction 

Selection of Architecture and Training 

Parameters 

Model Training using the Training Data Set 

Model Validation using the Testing Data Set 

Selection of an Optimal Best Model 

Model Testing using an Independent Data Set 
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The comparative analysis needs to be done with more image classification models to 

ascertain the performance whether it is still the best for Support Vector Machine and 

Artificial Neural Network in classifying and identification of maize leaf disease 

images. A comparative analysis needs to be done for the enhanced model with other 

models to see if there is an improvement in accurately classifying the images. 

A lot of research has been done with image classification models but no single 

researcher has provided the optimal parameters to be used with these algorithms. The 

research needs to be explored by tuning the parameters for these models until optimal 

parameters can be obtained which in turn improves the prediction results with the 

highest accuracy. 

The data collected needs to be looked at carefully since the images have been taken 

based on different light conditions. Some of the images have been taken during 

morning, afternoon, evening, and some at night. The variation in light usually makes 

the model struggle in classifying the images and most researchers have not considered 

this aspect while developing these models. During the feature extraction process, the 

researcher will calculate the total magnitude and direction of every image pixel and 

by doing so it will make the images less susceptible to light which reduces the effort 

of the machine learning models in classifying the images to the class they belong to. 

The images collected have variations in size, some are large while others are small, 

this usually affects the feature extraction process due to size variation that generates 

the same features that are considered different due to the image pixel position adjusted 

due to size. Most researchers have not yet considered this but for this research, the 

researcher will subject the extracted features to vector normalization process and once 

an image has been scaled by a factor of 2 or 0.5, the features generated won’t be 

affected in case of any scale variation. 
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Generalizability is usually important since it enables the models to learn the hidden 

pattern of data which helps them during the validation process. One of the methods 

used to make the model generalize the data well is K-Fold cross-validation. During 

training, cross-validation needs to be done to reduce the generalization problem and 

this will increase the robustness of image classification algorithms. Before subjecting 

your model to a test data set, you need some assurance that your model will perform 

best with the test data set and that is why cross-validation is needed which most 

researchers usually don’t do. However, this method only gives an idea of the 

generalizability of the model with the training data and the training errors the model 

generates. It clearly shows the difference between the predicted images and the actual 

responses. The technique however does not tell how the learner will generalize when 

subjected to unseen or independent data set. Training data is not always enough so 

when you reduce the data by dividing it into training and testing usually results in an 

underfitting problem. This is because the learner uses fewer data to learn hence it does 

not generalize the hidden and important patterns in the data set. The research left part 

of the data for training and the other part for testing and this was achieved by using a 

method known as K Fold cross-validation. The method divides the data into k groups 

and the training is repeated k times such that one k group is used for training and the 

other k-1 group is used for testing. Averaging error estimation over all k trials 

measures the effectiveness of the model. As it can be seen, every data point gets to be 

k-1 times in the training set and once in the testing set. Henceforth most of the data is 

used in fitting the model which reduces bias and variance since the validation process 

uses part of the test data set only. The training data set is interchanged for training and 

testing purposes which eventually improves the effectiveness of the image 

classification models.  
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The Support Vector Machine has been widely used in the field of computer vision, 

especially in image recognition. The model has been used to classify maize leaf 

diseases and accuracy and precision calculated which clearly shows that the model 

classifies the images accurately compared to other machine learning algorithms. An 

exhaustive comparative analysis needs to be done to affirm if the Support Vector 

Machine is the best when it comes to maize leaf disease identification. The metrics 

such as recall, f1-score, hinge loss function, gradient descent, and ROC curve needs 

also to be used to measure the performance of the image classification model during 

the training and testing process.  The current study needs to increase the number of 

machine learning algorithms used in the experimental work and also the training and 

testing dataset needs to be increased to come to a clear conclusion on the best 

algorithm when it comes to maize leaf disease identification. Image classification 

accuracy is still a challenge in the field of computer vision since there is no single 

model that has achieved an accuracy of 100% hence more research still needs to be 

done to come up with an enhanced model that produces more accurate results than the 

Support Vector Machine and Artificial Neural Network. The dataset used will also be 

an augmented dataset which will be able to tell if the model can still classify images 

under complex conditions. The strengths of different models need to be combined to 

work together and the main aim of doing this is to use a combination of base models 

in making predictions rather than single models since single models tend to be biased 

and have high variance. The other reason why the combination needs to be done is to 

be able to determine if it can improve the accuracy, precision, recall, and f1-score 

since single models are biased. 

The feature extraction method, which is less susceptible to light and the one that 

extracts distinctive features from an image needs to be used to classify images with 
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improved accuracy level. The feature extraction method used need also to be 

compared with other feature extraction methods to see if it performs best with image 

classification models. During training, cross-validation needs to be done to reduce the 

generalization problem and this will increase the robustness of image classification 

algorithms. 

The enhanced image classification model needs to be used to arrive at the optimal 

prediction. The enhanced model because of its low variance and unbiasedness than the 

single model will result in more accurate predictions hence fewer classification errors. 

The model should be most preferred in making predictions than using a single base 

learner. Table 2.1 below shows a summary of the some of the research gaps in 

publications done by different authors. 
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Table 2.1 Summary of the Research Gaps 

Publication Techniques used Research Gaps 

Yakkundimath et al, 

2013 [29] 

Support Vector Machine 

and Artificial Neural 

Network 

Overfitting and 

underfitting problem, 

parameter tuning. 

Xiaoyang et al, 2015 

[52] 

Image preprocessing, 

GA-SVM, RBF kernel 

function and Support 

Vector Machine 

Feature extraction, 

feature selection, feature 

normalization, light 

factor not considered and 

confusion matrix not 

used to validate the 

models. 

Pujari et al, 2016 [30] 

 

Support Vector Machine 

and Artificial Neural 

Network 

Soft margin error, high 

loss function, overfitting 

problem, bias and 

variance 

Zhang et al, 2017 [11] 

 

K-Nearest Neighbor Underfitting and 

overfitting problem, 

cross validation and 

dimensionality reduction 

Mohammad, Sayeed, and 

Billah, 2019 [13] 

Local Binary Pattern, 

Histogram of Oriented 

Gradient and Support 

Vector Machine 

Vector normalization, 

hyper parameter tuning, 

outlier treatment and 

feature engineering. 

Panigrahi et al, 2020 

[14] 

Support Vector Machine, 

K-Nearest Neighbor, 

Random Forest, 

Decision Tree, and 

Naïve Bayes. 

Image gradient, feature 

selection, principal 

component analysis and 

ensembling. 

Zixi et al, 2020 [15] Principal Component 

Analysis and Support 

Vector Machine 

Cross validation, hyper 

parameter tuning , image 

gradient, soft margin 

error, underfitting 

problem and ensembling 

2.8 Summary 

In this chapter, different image classification models and feature descriptors have been 

reviewed and the weakness and the strengths identified to help the researcher to 

identify the knowledge gaps. The researcher has reviewed how the models work 
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together with the feature extraction methods. The study found out the best approach 

to extract features is to use the HOG feature extraction method since the method is 

used to extract only important features from an image and hence the unnecessary 

information from an image is left out which reduces the computational complexity of 

feature extraction. 

The survey found out that combining models will reduce variance by fitting one 

component of each model at a time and an increase in the capacity of models will 

reduce biases while classifying images. The combined strengths of the models will 

offset individual model variances and biases and this will provide a composite 

prediction where the final accuracy will be better than the accuracy of individual 

models. The SVM generalizes well the training dataset compared to ANN since it 

scales relatively well to high dimensional data [16]. The optimal plane is also known 

as the hyperplane and is a line that separates data belonging to different classes which 

makes SVM classify data accurately. The higher the margin around the decision 

boundary leads to an increase in the classification accuracy. The Artificial neural 

network also contains a multilayer component with several neurons. During training, 

the information is distributed to all neurons which makes the network learn faster and 

store more information which assists for reference purposes.  

This formed the motivation to combine the advantages of Artificial Neural Network 

and Support Vector Machine for an enhanced image classification accuracy in maize 

leaf disease identification since the ANN feature of multilayer component with several 

neurons will assist SVM to correlate with the ANN whenever SVM forgets the data 

that it was trained on and hence it enhances the image classification accuracy of the 

model. Combining SVM and ANN will make them work together and the advantages 
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of SVM and ANN as highlighted above when brought together will enable the 

developed model to produce better image classification accuracy. 
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CHAPTER THREE 

METHODOLOGY 

3.1 Introduction 

This chapter describes the methodology followed in this study to achieve the set 

objectives. It presents the research design, and research process describing the steps 

taken to achieve research objectives, research strategy, data collection, data analysis, 

and ethical issues. 

3.2 Research Design 

It entails a conceptual structure for collecting and analyzing data used during the 

research process. The researcher used an experimental research design since an 

investigation was carried out to examine the impact of combining the advantages of 

two image classification models and single models on image classification accuracy. 

The research design combined the advantages of two classification models; Support 

Vector Machine and Artificial Neural Network to examine whether a stronger learner 

created through experimental work enhances the image classification accuracy. 

Machine learning research is experimental since it uses quantitative methods to solve 

a particular problem. Quantitative research uses quantitative methods and 

experimental research design is one of the categories of quantitative research. This 

type of research uses quantifiable collected data to investigate a phenomenon 

systematically by using computational, mathematical, and statistical techniques which 

are types of quantitative methods. Machine learning requires empirical studies since 

no one can predict how the models will perform despite carrying out a mathematical 

analysis. The structure of the world helps in determining the performance of machine 
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learning algorithms when it matches their assumptions and that is why this type of 

research is inherently empirical [24]. 

3.3 Research Process  

The research process illustrated the steps that were followed to achieve each of the 

research objectives being investigated in this study. The process entailed three main 

steps which were used to achieve objective one up to objective three. The first 

objective was achieved by analyzing existing maize leaf disease image classification 

models to find out which image classification model classifies maize leaf diseases with 

the highest accuracy. The second objective was addressed in the second step by 

designing an enhanced image classification model for maize leaf diseases based on 

objective one results. The enhanced model was a result of the combination of the 

Support Vector Machine and Artificial Neural Network based on the empirical 

analysis carried out in objective one. The last step of the research process was to 

validate the developed model to affirm that it enhances image classification in maize 

leaf disease compared to single models. Figure 3.1 below illustrates the steps the 

research process followed. 
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Figure 3.1 Research Process 

3.4 Description of the Training and Test Data Set 

The Kaggle website was used to download the maize leaf disease data augmented 

dataset which was public and was divided into training and test images. The literature 

review done by various researchers showed that the dataset consisted of maize leaf 

disease images and healthy images. The 1600 images were in the whole test data set. 

A total of 7308 images for leaf spot, common rust, northern leaf blight, and healthy 

leaf were in the training data set [16]. The dataset had images of different sizes hence 

it was converted to images of same size i.e 256 x 256 pixel window.  

3.5 Environment Setup 

The environment used to create the model was done by downloading anaconda which 

is an IDE for running the python programs. Under anaconda, jupyter notebook 

Analyze Existing Maize Leaf Disease Image Classification Models (Empirical 

Analysis) 

Design an Enhanced Image Classification Model for Maize Leaf Diseases Based on 

Objective One Results (Experiment) 

Validate the Enhanced Image Classification Model (Experiment) ` 
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application was selected which allowed the researcher to type python codes as input 

and display the results of the executed codes as output in a well-presentable 

environment. The library for locating the path of the dataset using jupyter notebook 

was imported by using the code below; 

 

The operating system module in python known as OS allowed us to fetch the images 

contained in the training and test data set folders residing in the computer directory. 

The code for locating the path to our dataset with the help of the imported OS module 

was written as shown below; 

 

 

3.6 Feature Extraction as an Array of Integers 

Features before being extracted from the images, image processing was done and first, 

a library was imported known as open cv using the code import cv2 which is a library 
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that was used in computer vision i.e enabling the computer to see the images the way 

human being sees them. Open CV library was then used to read the color of the images 

and since the library reads the color in form of BGR format, they had to be converted 

to a standard RGB color which is known and used by machine learning algorithms. 

Displaying the images from the data set and analyzing them, first a library for 

displaying the images was imported by using the code import matplotlib.pyplot as plt. 

The HOG, KAZE, and ORB feature descriptors were used to extract features from the 

maize leaf disease images. The images were first retrieved from their respective folders. 

Open CV library was then used to read the color of the images and since the library 

reads the color in form of BGR format, they had to be converted to a standard RGB 

color, and finally stored in a variable known as image as shown in the code below.  
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Once the images were retrieved a function was created that extracted the hog training 

and test features from the images. The HOG method is a feature descriptor that was 

imported from the OpenCV module. Feature extraction is a dimensionality reduction 

technique hence using feature descriptors such as HOG extracted the main features 

from the image hence converting the image from high to low dimensional space. 

Computation of the training and test features was done using the compute function 

contained in the feature descriptor. Association of features with their respective image 

labels was also done. The code below summarizes the steps followed during the 

computation of the input values to the image classification models and how they were 

related to their labels. 

 

The output of the feature extraction process was an array of integers and each feature 

was represented in integer form and the final results of the process acted as the input 

value to the machine learning algorithms and the code below demonstrates the out from 

the feature extraction process.  
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It can be seen clearly from the code above that features were extracted from 400 images 

for each disease category in the test data set which resulted in 1600 images in total and 

the code when executed returned a total of 1600 images, 4096 features, and 1600 labels. 

The machine learning algorithms were fed with the key points extracted from each 

image since they are the ones that differentiated an image from one another. Despite 

the change in an image, the key point can still be detected since it is unique for every 

image and that is why the researcher used the HOG method since it only extracts the 

distinctive feature from an entire image. The code below shows how the features were 

passed to the models for training.  

 

First, the list of models and models’ names was created and this list was passed to the 

train function together with the train and test features. 

 

3.7 Training and Testing of the Image Classification Models 

Training is very important in the model development life cycle since it helps in 

generalizing the data well hence leading to better prediction results. The researcher 

first identified the models to be trained by storing them in a form of a list and then 
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associating the list with the models’ names. A training function was designed and 

passed with the classifiers, names, train, and test features as arguments. Classifier.fit() 

function was then used for training the models by assigning it the train features as 

follows. 

 

Training time was also calculated by subtracting the start time from the stop time by 

using the function time.time(); 

 

Testing was done using the classifier.predict() function and test features were passed 

to the function as an argument as indicated below. 

 

A comparative analysis of the three feature extraction methods was done by passing 

the extracted features to the machine learning algorithms and finally measuring the 

image classification accuracy to compare the performance of the feature descriptors 

with the classifiers. The comparative analysis of the feature descriptor with the machine 

learning algorithms showed that the HOG method performs best with the classifier 

followed by KAZE and lastly the ORB method.  

3.8 Feature Extraction Algorithm 

Algorithm 1: Histogram of Oriented Gradient 

Input: Image 

Output: HOG features 
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Begin algorithm 

1. Read Image in the form of pixels 

2. Extract the HOG features: 

2.1 Divide the image pixel window by 8X8 pixel cell and calculate the gradient 

components with respect to each pixel (x, y) in vertical and horizontal directions 

2.2 Calculate number of blocks in vertical and horizontal directions taking block 

step size of 8 pixels. 

2.3 Histogram of 9 gradient directions is then calculated for each cell and extract 

feature vectors i.e., HOG features. 

2.4 Save all the features in a matrix. 

End algorithm 

3.9 Tuning the Parameters 

The set of optimal parameters for each classification algorithm was investigated to 

improve the performance of the classifiers. The learning rate of any machine learning 

algorithm is controlled by the parameters you assign to the model, optimal parameters 

usually improve the learning rate and they are used to determine the convergence point 

of the classifiers. Some of the examples for the hyperparameters for the machine 

learning algorithm include loss for the stochastic gradient descent and penalty for the 

logistic regression. The grid search is one of the optimization algorithms or tuning 

strategies used to get the optimal parameters for each machine learning algorithm since 

the method is to implement.  
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According to machine learning research and published work, hyperparameter tuning 

improves the predictive results for the image classification models. The 

hyperparameters were searched exhaustively over a specified set of constraints until 

the best parameters were arrived at through a method known as grid search. The grid 

search method helped the researcher to arrive at the set of optimal parameters but the 

process took a lot of time and it consumed a lot of computing resources since arriving 

at the value associated with the parameter that can make the model give accurate results 

is not easy. The researcher first defined the number of parameters to search over in the 

Jupiter notebook under anaconda IDE during the implementation of the 

hyperparameter tuning process since only the parameters that affect the learning rate of 

the machine learning algorithms were considered [33]. Figure 3.6 shows clearly some 

of the parameters that were tuned which include alpha, leaning rate, maximum iteration 

e.t.c. 

 

Figure 3.2 Hyper parameter Tuning 

The regularization term in Artificial Neural Network known as the alpha parameter 

reduces the overfitting problem by constraining the weights. The ANN performs well 

on unseen data when the overfitting problem is reduced by increasing the value of the 

alpha parameter to 0.001. 

The forward and backward propagation done by the network is shown by the number 

of times the data passes through the algorithm and the parameter that regulates this is 

the maximum iteration. The network makes accurate predictions by iteratively 
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adjusting the weights until the right weights are assigned to the network through 

forward and backward propagation. From the tuned results, 100 maximum iterations 

produced better prediction results. 

The tolerance parameter is used to show the convergence point and this is the point 

the network has learned and it cannot learn beyond that point hence the algorithm has 

increased its generalizability thus it can make accurate predictions and at that 

particular point, the overfitting problem is reduced. The training stopped and the 

network convergence reached when tol=1e-05. 

3.10 K- Fold Cross-Validation 

The classifiers before being introduced to the images they have never seen before the 

K-Fold cross-validation was done to increase the generalizability of the machine 

learning algorithms using the code; 

 

It is a good idea to evaluate the machine learning algorithms before subjecting them to 

the data they have never seen before and that is why the researcher used K-Fold cross-

validation that tries to subdivide the training data into training and validation. This 

method made the algorithms to generalize the data well before making predictions with 

the test data set.  

The underfitting problem usually comes as a result of the model not being subjected to 

enough training data since part of the data is used for training and the other part is used 

for validation. The training data needs to be more to make the models generalize the 

data well and this reduces variance and biasness thus the classifiers recognize the 

hidden patterns in the dataset. The K-Fold cross-validation used in the research 

increased the robustness of the model by training and validating the model from the 
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training dataset before subjecting it to the test dataset. The training dataset was divided 

into 10 folds, whereby 10 folds are used for testing and the remaining 1590 are used 

for training. This ensured that part of the data was used for training and the remaining 

used for validation. All the 160 trial error estimations were averaged to obtain the total 

effectiveness of the model. The method ensured that data appears in the test set once. 

The bias was reduced significantly since the method increased the generalizability of 

the model by ensuring the models were trained and validated using the training dataset 

and this reduced the variance too. The interchanging of the data to be partly in the 

training set and once in the validation set increased both the robustness, learnability, 

and effectiveness of the machine learning algorithms.  

 K- Fold Cross-Validation Algorithm 

i. Unsystematically interchange the set of data. 

ii. Break the set of the data into groups (K groups) 

iii. For every distinctive group; 

i. Let k subset to be used as a testing or validating set 

ii. Let the other k-1 subset to be put together to act as the training set 

iii. Discard the model and withhold the evaluation score 

iv. Obtain the total effectiveness of the model by averaging the error estimation 

of all the k trials. 

3.11 The Comparative Analysis of the Existing Models 

Once the models were trained, a comparative analysis was done to analyze 

performance, which assisted the researcher to select the best two models to be 

combined to improve the classification accuracy. The results of the comparative study 

was displayed on a data frame and sorting the accuracy of the respective models’ in 

descending order through the following code; 
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As you can see from the code above, the DataFrame library imported from the pandas 

module is passed with arguments which are the models, accuracy results and train time 

results. The second last statement shows that the models’ accuracy is sorted in 

descending order before being displayed on a data frame.  

3.12 The Developed Model 

The developed model was a combination of the best two models; Artificial Neural 

Network and Support Vector Machine from the comparative analysis done for 

objective one. The python program that helped the researcher to combine the best two 

models is as follows; 
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The code above shows that first, you need to identify the best two models after 

conducting a comparative analysis of image classification models and store them in a 

defined variable known as best_two_estimators then the variable was passed to a 

function that combines the two classifiers known as the VotingClassifier and after the 

combination, the resultant model will be stored in a variable called best_two which was 

trained on the features extracted and validated with the test data set. The validation 

done indicated that the developed model had the highest classification accuracy 

compared to the existing ones. 
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The major reason why the combination was done is that the SVM had the capability 

of minimizing the generalization error on unseen data which resulted in better 

prediction results. The SVM generalizes well the training dataset compared to ANN 

since it scales relatively well to high dimensional data. The optimal plane is also known 

as the hyperplane and is a line that separates data belonging to different classes which 

made SVM classify maize leaf disease images accurately.  

The Artificial Neural Network also contains a multilayer component with several 

neurons. During training, the information was distributed to all neurons which made 

the network learn faster and store more information which assisted for image 

classification purposes. This feature assisted SVM to correlate with the ANN whenever 

the training dataset increased since ANN had several neurons which accommodated 

more training data and hence enhanced the image classification accuracy results. 

Combining SVM and ANN made them work together and the advantages of SVM and 

ANN as highlighted above when brought together enabled the model to produce better 

image classification accuracy.  

3.13 Model Validation 

Model validation was done to evaluate the performance of the model with other 

existing image classification models. It was done mostly to measure the accuracy of 

the proposed model when subjected to the unseen data. A matrix representation was 

created to clearly show the correct predicted images and the ones that were 

misclassified and this was done using a confusion matrix. The confusion matrix 

assisted in calculating the accuracy, precision, f1 score, and recall. 
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Figure 3.3 Confusion Matrix 

Each prediction was based on how it matches with the actual value and it was as one 

of the below outcomes. 

True Positive (TP) = Predicted True and True in reality. 

True Negative (TN) = Predicted False and False in reality. 

False Positive (FP) = Predicted True and False in reality. 

False Negative (FN) = Predicted False and True in reality. 

3.13.1 Classification Accuracy 

Classification accuracy was a metric that measured the model performance in terms 

of how correct the model made the right predictions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒
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3.13.2 Precision 

It was a metric that was used to measure how often the model was correct when it 

classified the image in the right class. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

3.13.3 Recall 

It was used to measure how often the model predicted yes when it was actually yes. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

3.13.4 F1 Score 

It was obtained by calculating the harmonic mean of precision and recall. The worst 

value for the F1 score is 0 and the best value is 1. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

𝐹1 =  
𝑇𝑃

𝑇𝑃 +
1
2 (𝐹𝑃 + 𝐹𝑁)

 

3.14 Ethical Considerations 

To ensure that there was no conflict of interest in the research undertaken, the 

researcher ensured that the moral principles for doing the research were followed by 

first acquiring the research letter from Murang’a University of Technology (see 

appendix 11) and a research permit from NACOSTI (see appendix 12). The researcher 

had to abide by research ethics by obtaining a research license permit from NACOSTI 

(see appendix 12) since according to NACOSTI all the research conducted in Kenya, 

research ethical approval is desirable. 



65 

 

CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1 Introduction 

This chapter presents the results of the set objectives to indicate how they were 

achieved and what the results looked like. Some of the findings discussed in this 

chapter include how features were extracted, a comparative analysis of the existing 

image classification models with the feature descriptors, tuning parameters of the 

models to see if it improves the classification accuracy, and combining the best two 

models after a comparative analysis of the existing models. The developed model was 

validated by generating the confusion matrix and calculating the accuracy, precision, 

recall, and f1 score. Finally the researcher discussed the developed model components 

in detail and even went further to discuss why it produced the highest classification 

accuracy compared to existing ones. 

4.2 Feature Extraction 

Figure 4.1 illustrates how ORB extracts the key points from the common rust disease 

image. It clearly shows that the key points are more concentrated on the left-hand side 

of the image and that is that point that has the image features that clearly distinguish 

it from the other images. 
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Figure 4.1 ORB Extracting Key Points from Common Rust Disease Image 

KAZE feature descriptor method extracts features at the edge of the image since from 

Figure 4.2 it can be seen that the features are more concentrated at the edges of the 

image. This shows clearly that KAZE extracts image features mostly at the edges of 

the image. 

 

Figure 4.2 KAZE Extracting Key Points from Common Rust Disease Image 

The healthy leaves, northern leaf blight, leaf spot, and common rust maize leaf 

diseases were the images contained in the dataset used during the research. During 
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training, the researcher used 1600 images from each disease category and since four 

types of disease were used this resulted in 6400 images in total. The 4096 distinctive 

features were extracted using the three feature extraction methods from the total 

images used and the features were used to train the model hence acting as the input 

values to the machine learning algorithms. The features included color,edges, ridges, 

shape e.t.c .The features and labels were converted into a NumPy array which was 

usually faster than traditional python lists. Utilization of computer resources and speed 

was usually important and that was why NumPy array was most preferred in python. 

The main reason why this array was more efficient unlike lists was that in memory 

they are stored in one continuous place. The NumPy array both for features extracted 

and labels acted as input values for the image classification models. The association 

of each feature with their respective disease type to increase the generalizability and 

learning rate of the models was done during training. Note that the labels for image 

diseases before being converted to NumPy array were first converted to numerical 

values using the label encoder function in python. This process tried to normalize the 

non-numerical labels to numerical labels hence making the numerical labels faster for 

processing. 

Table 4.1 Images Used During Feature Extraction. 

Maize Disease Type Images Used During 

Training 

Images Used During 

Testing 

Common Rust 1600 400 

Healthy 1600 400 

Leaf Spot 1600 400 

Northern Leaf Blight 1600 400 

Total Images Used 6400 1600 
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After downloading the dataset, a snipping tool was used to preview a sample of the 

images contained in each maize leaf disease category. Figures 4.3, 4.4, 4.5, and 4.6 

show the images for common rust, healthy leaves, leaf spot, and northern leaf blight 

respectively as in the used dataset. 

 

Figure 4.3 Common Rust 

 

Figure 4.4 Healthy Leaves 

 

Figure 4.5 Leaf Spot 

 

Figure 4.6 Northern Leaf Blight 
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4.3 Image Classifiers 

The Random Forest, Artificial Neural Network, Support Vector Classifier, K-Nearest 

Neighbors, Linear SVC, Logistic Regression, and Decision Tree were the image 

classifiers used in comparison with feature extraction methods. The researcher looked 

at the best feature extraction method by considering how they performed with the 

classifier in terms of accuracy and training time. Features were generated using KAZE, 

ORB, and HOG methods, and how the classifier performed in terms of accuracy with 

each of the feature extraction methods was measured. The features were extracted 

from 1600 images for each disease type to compare the accuracy performance of 

feature extraction methods with the classifiers. Table 4.2 shows the results of KAZE, 

ORB, and HOG feature descriptors accuracy performance with the image 

classification models.  

Table 4.2 Feature Descriptors’ Accuracy Performance with the Classifiers  

 Accuracy 

Models KAZE ORB HOG 

Random Forest 0.675 0.376 0.730 

Logistic Regression 0.695 0.361 0.790 

K-Nearest Neighbors 0.609 0.397 0.680 

Artificial Neural Networks 0.716 0.443 0.830 

Linear SVC 0.690 0.361 0.730 

Decision Tree 0.579 0.289 0.630 

Support Vector Machine 0.706 0.423 0.820 

Average Accuracy: 0.667 0.379 0.744 
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Figure 4.7 Feature Descriptors’ Accuracy Performance with the Classifiers 

As seen in Table 4.2 and Figure 4.7, the ORB feature extraction model performs badly 

with the classifiers. The average accuracy performance shown in Figure 4.7 and table 

4.2 indicates ORB at 0.379, KAZE at 0.667, and  HOG at 0.744 which is the best 

feature extraction method. The researcher decided to work with the HOG feature 

extraction method for the entire process of research due to its good performance.  

Table 4.3 KAZE, ORB, and HOG Training Time with the Classifiers. 

Models KAZE ORB HOG 

Random Forest 0.652460 0.487986 1.124743 

Logistic Regression 0.640971 0.372273 0.767419 

K-Nearest Neighbors 0.100726 0.098091 0.102654 

Artificial Neural Networks 2.020296 3.488178 4.690680 

Linear SVC 1.626427 0.379449 1.608843 

Decision Tree 0.429705 0.255710 0.949240 

Support Vector Machine 0.911466 0.947222 0.951323 

Average Training Time (seconds) 0.911722 0.861273 1.456415 
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Figure 4.8 KAZE, ORB, and HOG Training Time with the Classifiers. 

As seen in Table 4.3 and Figure 4.8, the ORB feature extraction method has the lowest 

training time among the base models. The ORB produces the average training time of 

0.861273 seconds, KAZE at 0.911722 seconds, and HOG at 1.456415 seconds which 

indicates that it has the highest training time compared to others.  

A comparison of training accuracy, test accuracy, and training time for Random 

Forest, Support Vector Classifier, Linear SVC, Logistic Regression, K-Nearest 

Neighbor, Artificial Neural Network, and Decision Tree was also done using cross-

validation. The main reason was to see if cross-validation reduces the generalization 

error. For the above model, the training was done using the cross-validation method. 

4.4 Hyper Parameter Tuning and Cross-Validation 

The researcher looked at the optimal hyperparameters to work with the image 

classification models. During hyperparameter tuning the same data set size was used, 

then both models were tested on a dataset of 400 images. The hyperparameter is a 

parameter that was set for each image classification model before it started to learn 
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from the given dataset. The hyperparameters were set for the classifier that accepts 

hyperparameter tuning and these were some of the hyperparameters for the classifiers 

using the HOG features; 

The regularization parameter in Linear SVC is known as the C parameter and is the 

one that ensures that it classifies data points to the correct class. A low value of the C 

parameter is the one that classifies data correctly compared to a large value for C. 

When C=0.0001 it is considered an optimal value as shown in Figure 4.9 after grid 

search for optimal parameters is done and thus improves the classification accuracy. 

Maximum iteration is the number of iterations run across all classes until the model 

learned and made accurate predictions. The optimal value for maximum iteration was 

500 as shown in Figure 4.9. 

linear_svc = LinearSVC(C=1.0, class_weight=None, dual=True, 

fit_intercept=True,intercept_scaling=1, loss='squared_hinge', max_iter=1000, 

multi_class='ovr', penalty='l2', random_state=None, tol=0.0001,verbose=0)  

linear_svc_tuned = LinearSVC(C=0.0001, class_weight=None,        dual=True, 

fit_intercept=True, intercept_scaling=1, loss='squared_hinge', max_iter=500, 

multi_class='ovr', penalty='l2', random_state=None, tol=0.01,verbose=0) 

Figure 4.9 Default and Tuned Hyper-parameters values for Linear Support 

Vector Classifier 

In logistic regression, the optimization algorithm is used to find the correct class to 

which the data points belong which in turn improves the classification accuracy. The 

solver parameter has different optimization algorithms assigned to it and based on 

Figure 4.10 the liblinear optimization algorithm was best suited hence resulting in 

better prediction results. 
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logistic_regression = LogisticRegression(C=1.0, class_weight=None, 

dual=False,         

fit_intercept=True, 

intercept_scaling=1, l1_ratio=None, max_iter=100, 

multi_class='auto', n_jobs=None, penalty='l2', 

random_state=None, solver='lbfgs', tol=0.0001, verbose=0, 

warm_start=False) 

logistic_regression_tuned = LogisticRegression(C=0.01, class_weight=None, 

dual=False, fit_intercept=True, 

intercept_scaling=1, l1_ratio=None, max_iter=500, 

multi_class='auto', n_jobs=None, penalty='l2', 

random_state=None, solver='liblinear', tol=0.01, verbose=0, 

warm_start=False) 

Figure 4.10 Default and Tuned Hyper-parameters values for Logistic Regression 

The class of the target point is usually selected depending on the number of the 

neighbors point through voting. To avoid the tie an odd number is usually preferred 

and 5 is usually the default value. The n_neighbors=11 as shown in Figure 4.11 and 

that was the optimal value for the tuned model which resulted in more accurate 

predictions.  

k_nearest = KNeighborsClassifier(algorithm='auto', leaf_size=30, 

metric='minkowski', 

                     metric_params=None, n_jobs=None, n_neighbors=5, p=2, 

                     weights='uniform') 

k_nearest_tuned = KNeighborsClassifier(algorithm='auto', leaf_size=30, 

metric='minkowski', 

                     metric_params=None, n_jobs=None, n_neighbors=11, p=1, 

                     weights='distance') 
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Figure 4.11 Default and Tuned Hyper-parameters values for K-Nearest Neighbor 

The tolerance parameter was used to measure the point where the model has learned 

and it cannot learn beyond that point hence the training stops. The optimal parameter 

was when tol=1e-07 and that is when the model classified the data points to the correct 

class. 

svc = SVC(C=1.0, break_ties=False, cache_size=200, class_weight=None, 

coef0=0.0,    decision_function_shape='ovr', degree=3, gamma='scale', 

kernel='rbf', 

    max_iter=-1, probability=False, random_state=None, shrinking=True, 

    tol=0.001, verbose=False) 

svc_tuned = SVC(C=1.0, break_ties=False, cache_size=200, class_weight=None, 

coef0=0.0,    decision_function_shape='ovr', degree=3, gamma='scale', 

kernel='rbf', 

    max_iter=-1, probability=False, random_state=None, shrinking=True, 

    tol=1e-07, verbose=False) 

Figure 4.12 Default and Tuned Hyper-parameters values for Support Vector 

Classifier 

The best split of data points is considered by looking at the maximum features and the 

default value is always none. Figure 4.13 indicate that data was classified accurately 

when the maximum feature is 500. 
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decision_tree = DecisionTreeClassifier(ccp_alpha=0.0, class_weight=None, 

criterion='gini', 

                       max_depth=None, max_features=None, max_leaf_nodes=None, 

                       min_impurity_decrease=0.0, min_impurity_split=None, 

                       min_samples_leaf=1, min_samples_split=2, 

                       min_weight_fraction_leaf=0.0, presort='deprecated', 

                       random_state=None, splitter='best') 

 

decision_tree_tuned = DecisionTreeClassifier(ccp_alpha=0.0, 

class_weight=None, criterion='gini', 

                       max_depth=None, max_features=500, max_leaf_nodes=200, 

                       min_impurity_decrease=0.0, min_impurity_split=None, 

                       min_samples_leaf=10, min_samples_split=10, 

                       min_weight_fraction_leaf=0.0, presort='deprecated', 

                       random_state=None, splitter='best') 

Figure 4.13 Default and Tuned Hyper-parameters values for Decision Tree 

The regularization term in Artificial Neural Network known as the alpha parameter 

reduces the over fitting problem by constraining the weights. The ANN performs well 

on unseen data when the over fitting problem is reduced by increasing the value of the 

alpha parameter to 0.001 after grid search for optimal parameters is done. 

The forward and backward propagation done by the network is shown by the number 

of times the data passes through the algorithm and the parameter that regulates this is 

the maximum iteration. The network makes accurate predictions by iteratively 

adjusting the weights until the right weights are assigned to the network through 



76 

 

forward and backward propagation. From the tuned results, 100 maximum iterations 

produced better prediction results. 

The tolerance parameter is used to show the convergence point and this is the point 

the network has learned and it cannot learn beyond that point hence the algorithm has 

increased its generalizability thus it can make accurate predictions and at that 

particular point, the overfitting problem is reduced. Figure 4.14 shows that the training 

stopped and the network convergence reached when tol=1e-05. 

neural_network = MLPClassifier(activation='relu', alpha=0.0001, 

batch_size='auto', beta_1=0.9, beta_2=0.999, early_stopping=False, epsilon=1e-

08, hidden_layer_sizes=(100,), learning_rate='constant', 

learning_rate_init=0.001, max_fun=15000, max_iter=200, momentum=0.9, 

n_iter_no_change=10, nesterovs_momentum=True,  power_t=0.5, 

random_state=None, shuffle=True, solver='adam',  tol=0.0001, 

validation_fraction=0.1, verbose=False, warm_start=False) 

neural_network_tuned = MLPClassifier(activation='relu', alpha=0.001, 

batch_size='auto', beta_1=0.9, beta_2=0.999, early_stopping=False, epsilon=1e-

08, hidden_layer_sizes=(100,), learning_rate='constant', 

learning_rate_init=0.001, max_fun=15000, max_iter=100, momentum=0.9, 

n_iter_no_change=10, nesterovs_momentum=True, power_t=0.5, 

random_state=None, shuffle=True, solver='adam',  tol=1e-05, 

validation_fraction=0.1, verbose=False, warm_start=False) 

Figure 4.14 Default and Tuned Hyper-parameters values for Artificial Neural 

Network 

The training usually takes a lot of time when the number of trees is high and the n 

estimator is a parameter that is used to measure the trees used. The trees are used 

during voting and the average of each prediction done by the tree is calculated which 

reduces the generalization error experienced by one decision tree. Figure 4.15 shows 
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that the random forest classifier classified images accurately when the 

n_estimators=200.  

random_forest = RandomForestClassifier(bootstrap=True, ccp_alpha=0.0, 

class_weight=None, 

                       criterion='gini', max_depth=None, max_features='auto', 

                       max_leaf_nodes=None, max_samples=None, 

                       min_impurity_decrease=0.0, min_impurity_split=None, 

                       min_samples_leaf=1, min_samples_split=2, 

                       min_weight_fraction_leaf=0.0, n_estimators=100, 

                       n_jobs=None, oob_score=False, random_state=None, 

                       verbose=0, warm_start=False) 

random_forest_tuned = RandomForestClassifier(bootstrap=True, ccp_alpha=0.0, 

class_weight=None, 

                       criterion='gini', max_depth=None, max_features=2000, 

                       max_leaf_nodes=None, max_samples=None, 

                       min_impurity_decrease=0.0, min_impurity_split=None, 

                       min_samples_leaf=1, min_samples_split=2, 

                       min_weight_fraction_leaf=0.0, n_estimators=200, 

                       n_jobs=None, oob_score=False, random_state=None, 

                       verbose=0, warm_start=False) 

Figure 4.15 Default and Tuned Hyper-parameters values for Random Forest 
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4.5 Classification Report 

The classification report enabled the researcher to know if the image classification 

models can classify the images well and be able to measure the quality of prediction 

the algorithms used. And this report was done for the algorithms with untuned and 

tuned parameters. The F1-Score, Recall, and Precision classification metrics are 

calculated and shown on the report. False and true negatives and false and true 

positives are used to calculate the metrics. The testing of the classifiers as shown in 

the Figures below was done using 400 images for each category of the disease from 

the testing data set and the results are shown in Fig 4.16, Fig 4.17, Fig 4.18, Fig 4.19, 

Fig 4.20, Fig 4.21, Fig 4.22, Fig 4.23, Fig 4.24, Fig 4.25, Fig 4.26, Fig 4.27, Fig 4.28 

and Fig 4.29. 

 Precision Recall F1-Score Support 

Common Rust 0.93 0.94 0.93 400 

Healthy 0.64 0.67 0.65 400 

Leaf Spot 0.76 0.72 0.74 400 

Northern Leaf 

Blight 

0.60 0.60 0.60 400 

Accuracy   0.73 1600 

Macro avg 0.73 0.73 0.73 1600 

Weighted avg 0.73 0.73 0.73 1600 

Figure 4.16 Linear SVC Classification Report 

The linear SVC classifier with optimal parameters classified the common rust images 

with the highest accuracy of 0.98 compared to the normal Linear SVC which had an 

accuracy score of 0.93 as shown in Figure 4.16. The regularization parameter in Linear 

SVC is known as the C parameter and is the one that ensured that it classified data 

points to the correct class. A low value of the C parameter ensures that the model 
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classifies data correctly compared to a large value for C. When C=0.0001 it was 

considered an optimal value as shown in Figure 4.9 and thus improved the 

classification accuracy. 

 Precision Recall F1-Score Support 

Common Rust 0.98 0.86 0.91 400 

Healthy 0.73 0.74 0.73 400 

Leaf Spot 0.81 0.78 0.80 400 

Northern Leaf 

Blight 

0.68 0.78 0.73 400 

Accuracy   0.79 1600 

Macro avg 0.80 0.79 0.79 1600 

Weighted avg 0.80 0.79 0.79 1600 

 

Figure 4.17 Tuned Linear SVC Classification Report 

Logistic regression with optimal parameters improves the classification accuracy by 

0.04. In logistic regression, the optimization algorithm is used to find the correct class 

to the data points belong which in turn improves the classification accuracy. The solver 

parameter has different optimization algorithms assigned to it and based on Figure 

4.10 the liblinear optimization algorithm was best suited hence resulting in better 

prediction results. 
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 Precision Recall F1-Score Support 

Common Rust 0.94 0.94 0.94 400 

Healthy 0.73 0.78 0.75 400 

Leaf Spot 0.81 0.77 0.79 400 

Northern Leaf 

Blight 

0.69 0.68 0.69 400 

Accuracy   0.79 1600 

Macro avg 0.79 0.79 0.79 1600 

Weighted avg 0.79 0.79 0.79 1600 
 

 

Figure 4.18 Logistic Regression Classification Report 

 Precision Recall F1-Score Support 

Common Rust 0.98 0.90 0.94 400 

Healthy 0.75 0.82 0.78 400 

Leaf Spot 0.86 0.88 0.87 400 

Northern Leaf 

Blight 

0.77 0.74 0.76 400 

Accuracy   0.83 1600 

Macro avg 0.84 0.83 0.84 1600 

Weighted avg 0.84 0.83 0.84 1600 
 

Figure 4.19 Tuned Logistic Regression Classification Report 

K-Nearest Neighbor Model with n-neighbors of 11 results in a precision score of 1.00. 

The class of the target point is usually selected depending on the number of the 

neighbors' point through voting. To avoid the tie an odd number is usually preferred 

and 5 is usually the default value. The n_neighbors=11 as shown in Figure 4.11 and 

was the optimal value for the tuned model which resulted in more accurate predictions.  
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 Precision Recall F1-Score Support 

Common Rust 0.99 0.86 0.92 400 

Healthy 0.51 0.83 0.63 400 

Leaf Spot 0.70 0.73 0.71 400 

Northern Leaf 

Blight 

0.68 0.29 0.41 400 

Accuracy   0.68 1600 

Macro avg 0.72 0.68 0.67 1600 

Weighted avg 0.72 0.68 0.67 1600 
 

Figure 4.20 K-Nearest Neighbor Classification Report 

 

 Precision Recall F1-Score Support 

Common Rust 1.00 0.90 0.95 400 

Healthy 0.89 0.78 0.83 400 

Leaf Spot 0.88 0.86 0.87 400 

Northern Leaf 

Blight 

0.74 0.92 0.82 400 

Accuracy   0.86 1600 

Macro avg 0.88 0.86 0.87 1600 

Weighted avg 0.88 0.86 0.87 1600 
 

Figure 4.21 Tuned K-Nearest Neighbor Classification Report 

The optimal parameter for Support Vector Machine makes it at a global minimum to 

classify the images to the right class they belong to. As seen in Figure 4.23 the 

precision for common rust disease is 1.00 which indicates that the 400 images of 

common rust disease were all classified accurately. The tolerance parameter was used 

to measure the point where the model has learned and it cannot learn beyond that point 

hence the training stops. The optimal parameter was when tol=1e-07 and that is when 

the model classified the data points to the correct class. 
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 Precision Recall F1-Score Support 

Common Rust 0.98 0.94 0.96 400 

Healthy 0.79 0.82 0.80 400 

Leaf Spot 0.92 0.72 0.81 400 

Northern Leaf 

Blight 

0.67 0.81 0.73 400 

Accuracy   0.82 1600 

Macro avg 0.84 0.82 0.83 1600 

Weighted avg 0.84 0.82 0.83 1600 
 

Figure 4.22 Support Vector Classifier Classification Report 

 

 Precision Recall F1-Score Support 

Common Rust 1.00 0.90 0.95 400 

Healthy 0.89 0.82 0.85 400 

Leaf Spot 0.89 0.84 0.87 400 

Northern Leaf 

Blight 

0.73 0.90 0.80 400 

Accuracy   0.87 1600 

Macro avg 0.88 0.86 0.87 1600 

Weighted avg 0.88 0.86 0.87 1600 
 

Figure 4.23 Tuned Support Vector Classifier Classification Report 

The Decision Tree model does not perform well with the test dataset because of the 

high generalization error that makes it misclassify a lot of images. The model works 

well when classifying data belonging to two classes as compared to more than two 

classes. 
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 Precision Recall F1-Score Support 

Common Rust 0.83 0.66 0.74 400 

Healthy 0.59 0.63 0.61 400 

Leaf Spot 0.68 0.73 0.70 400 

Northern Leaf 

Blight 

0.49 0.52 0.50 400 

Accuracy   0.63 1600 

Macro avg 0.65 0.63 0.64 1600 

Weighted avg 0.65 0.63 0.64 1600 
 

Figure 4.24 Decision Tree Classification Report 

 Precision Recall F1-Score Support 

Common Rust 0.88 0.58 0.70 400 

Healthy 0.49 0.78 0.60 400 

Leaf Spot 0.65 0.64 0.65 400 

Northern Leaf 

Blight 

0.59 0.46 0.52 400 

Accuracy   0.61 1600 

Macro avg 0.65 0.61 0.62 1600 

Weighted avg 0.65 0.61 0.62 1600 
 

Figure 4.25 Tuned Decision Tree Classification Report 

The forward and backward propagation done by the network is shown by the number 

of times the data passes through the algorithm and the parameter that regulates this is 

the maximum iteration. The network makes accurate predictions by iteratively 

adjusting the weights until the right weights are assigned to the network through 

forward and backward propagation. From the tuned results 100 maximum iterations 

produced better prediction results. 
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The tolerance parameter is used to show the convergence point and this is the point 

the network has learned and it cannot learn beyond that point hence the algorithm has 

increased its generalizability thus it can make accurate predictions and at that 

particular point, the overfitting problem is reduced. 

The regularization term in Artificial Neural Network known as the alpha parameter 

reduces the overfitting problem by constraining the weights. The ANN performs well 

on unseen data when the overfitting problem is reduced by increasing the value of the 

alpha parameter. 

The tuned three parameters for Artificial Neural Network are the ones that made the 

model classify maize leaf disease images with an accuracy of 0.88 as shown in Figure 

4.27. 

 Precision Recall F1-Score Support 

Common Rust 0.97 0.96 0.96 400 

Healthy 0.78 0.83 0.80 400 

Leaf Spot 0.87 0.79 0.83 400 

Northern Leaf 

Blight 

0.72 0.76 0.74 400 

Accuracy   0.83 1600 

Macro avg 0.84 0.83 0.83 1600 

Weighted avg 0.84 0.83 0.83 1600 
 

Figure 4.26 Artificial Neural Network Classification Report 
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 Precision Recall F1-Score Support 

Common Rust 0.98 0.92 0.95 400 

Healthy 0.84 0.86 0.85 400 

Leaf Spot 0.88 0.90 0.89 400 

Northern Leaf 

Blight 

0.82 0.84 0.83 400 

Accuracy   0.88 1600 

Macro avg 0.88 0.88 0.88 1600 

Weighted avg 0.88 0.88 0.88 1600 
 

Figure 4.27 Tuned Artificial Neural Network Classification Report 

The training usually takes a lot of time when the number of trees is high and the n 

estimator is a parameter that was used to measure the trees used. The trees are used 

during voting and the average of each prediction done by the tree was calculated which 

reduced the generalization error experienced by one decision tree. Figure 4.15 shows 

that the random forest classifier classified images accurately when the 

n_estimators=200.  

 Precision Recall F1-Score Support 

Common Rust 0.96 0.65 0.77 400 

Healthy 0.65 0.81 0.72 400 

Leaf Spot 0.87 0.69 0.77 400 

Northern Leaf 

Blight 

0.62 0.79 0.69 400 

Accuracy   0.73 1600 

Macro avg 0.77 0.73 0.74 1600 

Weighted avg 0.77 0.73 0.74 1600 
 

Figure 4.28 Random Forest Classification Report 
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 Precision Recall F1-Score Support 

Common Rust 1.00 0.94 0.97 400 

Healthy 0.84 0.92 0.88 400 

Leaf Spot 0.86 0.84 0.85 400 

Northern Leaf 

Blight 

0.80 0.78 0.79 400 

Accuracy   0.86 1600 

Macro avg 0.86 0.86 0.86 1600 

Weighted avg 0.86 0.86 0.86 1600 
 

Figure 4.29 Tuned Random Forest Classification Report 

Table 4.4 Images Used During Feature Extraction for Enhanced Model 

Maize Disease Type Images Used During 

Training 

Images Used During 

Testing 

Common Rust 1600 400 

Healthy 1600 400 

Leaf Spot 1600 400 

Northern Leaf Blight 1600 400 

Total Images Used 6400 1600 
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 Precision Recall F1-Score Support 

Common Rust 0.99 0.97 0.98 400 

Healthy 0.95 0.94 0.95 400 

Leaf Spot 0.95 0.95 0.95 400 

Northern Leaf 

Blight 

0.88 0.91 0.92 400 

Accuracy   0.95 1600 

Macro avg 0.95 0.95 0.95 1600 

Weighted avg 0.95 0.95 0.95 1600 
 

Figure 4.30 Enhanced Model Classification Report 

The training took a lot of time for the combined two models since the generalization 

of the two models with data is more compared to single ones. The hyperplane 

component in the support vector machine increased the classification accuracy by 

clearly segregating data between different classes. Figure 4.30 shows that the 

developed model classified images accurately when the hyperplane component 

replaced the softmax layer in the artificial neural network. 

Table 4.5 Classification Accuracy for Default and Tuned Models 

Models 
Untuned Model  

Accuracy 

Tuned Model 

Accuracy 

Random Forest 0.73 0.850 

Logistic Regression 0.790 0.830 

K-Nearest Neighbors 0.68 0.860 

Artificial Neural Networks 0.830 0.890 

Linear SVC 0.73 0.790 

Decision Tree 0.63 0.730 

Support Vector Machine 0.82 0.870 

Average Accuracy: 0.713 0.831 
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Figure 4.31 Accuracy for Default and Tuned Models 

Table 4.5 and Figure 4.31 above indicate that there was improved performance in 

terms of accuracy for all of the tuned models. The average accuracy as per table 4.5 

was for the tuned models which indicates that the tuned models outperformed the 

untuned models. The accuracy was obtained by using the untuned and tuned models 

together with the HOG feature extraction method. These helped the researcher to get 

more insights into the models' performance thus guiding him on which models to 

combine to improve more on the image classification accuracy. The parameters used 

by each model are usually internal to the model and from the given data set their values 

were estimated to know the best parameter values that can work based on a given 

dataset. The parameters that are set to these image classification models usually affect 

the prediction accuracy of these models. When good parameters are set for each model 

then definitely the models will have better predictions on the new dataset they are 

subjected to. 
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Table 4.6 Classification Accuracy for Enhanced Model  

Model Accuracy 
F1 Score Precision Recall 

Artificial Neural Networks + 

Support Vector Machine 
0.95 

0.95 0.95 0.95 

 

 

 

Figure 4.32 Metrics for the Enhanced Model 

Table 4.6 and Figure 4.32 shows clearly that the developed model produced an average 

accuracy of 0.95 which is better compared to existing models. The hyperplane 

component in the support vector machine increased the classification accuracy by 

clearly segregating data between different classes. It can be seen clearly from table 4.6 

and Figure 4.32 that the developed model classified images accurately when the 

hyperplane component replaced the softmax layer in the artificial neural network.  

4.6 Confusion Matrix 

The matrix was used to be able to visualize how each model performed based on the 

test data set and the main aim was to visualize in terms of how many images are 
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classified and misclassified by each model. The following are some of the confusion 

matrices for the models used.  

 Table 4.7 Linear SVC Confusion Matrix Visualization 

Tables 4.7 and 4.8 indicate the confusion matrix for linear svc, the numbers placed 

diagonally for each table are the prediction for the disease category for northern leaf 

blight, leaf spot, healthy, and common rust respectively.  It can also be seen from 

tables 4.7 and 4.8 that common rust disease was the one which was well predicted 

with the highest common rust image predictions of 371 and 377 images disease for 

linear svc and tuned linear svc respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒
  

 Linear SVC Accuracy =
371+251 + 311+238

1600
 

      = 0.73 

Linear SVC Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1171

1171+429
 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 371 13 2 14 

Healthy 9 251 41 99 

Leaf Spot 5 37 311 47 

Northern Leaf 

Blight 

11 83 68 238 
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  = 0.73 

Linear SVC Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1171

1171+429
 

       = 0.73 

Linear SVC F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

           = 2 ∗ 
0.73 ∗0.73

0.73 +0.73
 

           = 0.73 

Table 4.8 Linear SVC Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 377 3 6 14 

Healthy 14 269 25 92 

Leaf Spot 2 24 362 12 

Northern Leaf 

Blight 

15 56 77 252 

 

The confusion matrix was used to calculate the f1 score, recall, precision, and accuracy 

as shown by the formula for the equation below.    

 Linear SVC Tuned Accuracy =
377+269 + 362 +252

1600
 

      = 0.79 

Linear SVC Tuned Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
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  = 
1260

1535+65
 

  = 0.79 

Linear SVC Tuned Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1260

1535+65
 

       = 0.79 

Linear SVC Tuned F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   

           = 2 ∗ 
0.79 ∗0.79

0.79 +0.79
 

           = 0.79 

Tables 4.9 and 4.10 indicate the confusion matrix for logistic regression, the numbers 

placed diagonally for each table are the predictions for the disease category for 

northern leaf blight, leaf spot, healthy, and common rust respectively.  It can also be 

seen from tables 4.9 and 4.10 that northern leaf blight and healthy images were the 

ones that were badly predicted. Logistic Regression predicted 283 and 280 images for 

healthy and northern leaf blight disease respectively and the tuned one predicted 291 

and 294 images for healthy and northern leaf blight disease respectively.  
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Table 4.9 Logistic Regression Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 385 10 3 12 

Healthy 10 283 30 77 

Leaf Spot 3 30 327 40 

Northern Leaf 

Blight 

11 49 60 280 

 

 Logistic Regression Accuracy =
385+283 + 327 +280

1600
 

      = 0.79 

Logistic Regression Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1275

1275+325
 

  = 0.79 

Logistic Regression Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1275

1275+325
 

       = 0.79 

Logistic Regression F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

        

           = 2 ∗ 
0.79 ∗0.79

0.79 +0.79
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           = 0.79 

Table 4.10 Logistic Regression Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 385 5 2 8 

Healthy 10 291 23 76 

Leaf Spot 3 18 358 21 

Northern Leaf 

Blight 

7 49 50 294 

 

Logistic Regression Tuned Accuracy =
385+291 + 358 +294

1600
 

      = 0.83 

Logistic Regression Tuned Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1328

1328+272
 

  = 0.83 

Logistic Regression Tuned Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1328

1328+272
 

       = 0.83 
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Logistic Regression Tuned F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    

           = 2 ∗ 
0.83 ∗0.83

0.83 +0.83
 

           = 0.83 

The true positives which indicate the predicted values for K-Nearest Neighbors are 

shown diagonally in tables 4.11 and 4.12 for the disease category for northern leaf 

blight, leaf spot, healthy, and common rust. The predictions include 396, 78, 272, and 

344 for the above-named diseases respectively.  It can also be seen from tables 4.11 

and 4.12 that healthy images were the ones that were badly predicted. K-Nearest 

Neighbors predicted 78 images for healthy and the tuned one predicted 292 images for 

the healthy category.  

 Table 4.11 K-Nearest Neighbors Confusion Matrix Visualization 

 

 K-Nearest Neighbors Accuracy =
396+78 + 272 +344

1600
 

      = 0.68 

K-Nearest Neighbors Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 396 0 3 1 

Healthy 40 78 79 203 

Leaf Spot 11 41 272 76 

Northern Leaf 

Blight 

5 25 26 344 
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  = 
1090

1090+690
 

  = 0.68 

K-Nearest Neighbors Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1090

1090+690
 

       = 0.68 

K-Nearest Neighbors F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

        

           = 2 ∗ 
0.68 ∗0.68

0.68 +0.68
 

           = 0.68 

Table 4.12 K-Nearest Neighbors Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common 

Rust 

399 0 1 0 

Healthy 14 292 27 67 

Leaf Spot 9 19 329 43 

Northern Leaf 

Blight 

6 12 27 355 

 

 Tuned K-Nearest Neighbors Accuracy =
399+292 + 329 +355

1600
 

      = 0.86 
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Tuned K-Nearest Neighbors Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1375

1375+225
 

  = 0.86 

Tuned K-Nearest Neighbors Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1375

1375+225
 

       = 0.86 

Tuned K-Nearest Neighbors F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

            = 2 ∗ 
0.86 ∗0.86

0.86 +0.86
 

           = 0.86 

The values not in diagonal matrix indicate the misclassified images which resulted in 

a total of 284 images for the support vector classifier. The true positives which indicate 

the predicted values for the support vector classifier are shown diagonally in tables 

4.13 and 4.14 for the disease category for northern leaf blight, leaf spot, healthy, and 

common rust. The predictions for the tuned model include 397, 333, 387, and 273 for 

the above-named diseases respectively.  It can also be seen from tables 4.13 and 4.14 

that common rust images were correctly classified compared to other diseases. The 

support vector classifier predicted 392 images and the tuned one predicted 397 images 

for the common rust disease category.  
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Table 4.13 Support Vector Classifier Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common 

Rust 

392 0 2 6 

Healthy 3 310 20 67 

Leaf Spot 1 20 375 4 

Northern Leaf 

Blight 

22 51 88 239 

 

Support Vector Classifier Accuracy =
392+310 + 375 +239

1600
 

      = 0.82 

Support Vector Classifier Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1316

1316+284
 

  = 0.82 

Support Vector Classifier Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1316

1316+284
 

       = 0.82 

Support Vector Classifier F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.82 ∗0.82

0.82 +0.82
 

           = 0.82 
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Table 4.14 Support Vector Classifier Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 397 0 0 3 

Healthy 5 333 18 44 

Leaf Spot 1 11 387 1 

Northern Leaf 

Blight 

18 36 73 273 

 

Tuned Support Vector Classifier Accuracy =
397+333 + 387 +273

1600
 

      = 0.87 

Tuned Support Vector Classifier Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1390

1390+210
 

  = 0.87 

Tuned Support Vector Classifier Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1390

1390+210
 

       = 0.87 

Support Vector Classifier F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.87 ∗0.87

0.87 +0.87
 

           = 0.87 
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The decision tree is one of the image classification models that use the concept of 

entropy to classify the images. The main reason why it does not classify data well is 

that it suffers from the overfitting problem which is a result of the model not 

generalizing the data well. The true positives which indicate the predicted values for 

the decision tree are shown diagonally in tables 4.15 and 4.16 for the disease category 

for northern leaf blight, leaf spot, healthy, and common rust. The predictions include 

347, 217, 259, and 187 for the above-named diseases respectively.  It can also be seen 

from tables 4.15 and 4.16 that northern leaf blight images were the ones that were 

badly predicted. The decision tree predicted 187 images and the tuned one predicted 

232 images for the northern leaf blight maize leaf disease category.  

Table 4.15 Decision Tree Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 347 12 19 22 

Healthy 39 217 33 111 

Leaf Spot 30 46 259 65 

Northern Leaf 

Blight 

67 91 55 187 

 

Decision Tree Accuracy =
347+217 + 259 +187

1600
 

      = 0.63 

Decision Tree Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1010

1010+590
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  = 0.63 

Decision Tree Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1010

1010+590
 

       = 0.63 

Decision Tree F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.63 ∗0.63

0.63 +0.63
 

           = 0.63 

Table 4.16 Decision Tree Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 371 5 11 13 

Healthy 41 238 45 76 

Leaf Spot 19 26 322 33 

Northern Leaf 

Blight 

44 71 53 232 

 

Tuned Decision Tree Accuracy =
371+238 +322 +232

1600
 

      = 0.73 

Tuned Decision Tree Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1163

1163+437
 



102 

 

  = 0.73 

Tuned Decision Tree Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1163

1163+437
 

       = 0.73 

Tuned Decision Tree F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.73 ∗0.73

0.73 +0.73
 

           = 0.73 

The weights and biased are adjusted by ANN during the forward and the backward 

propagation to get the right values of weight and bias that gives the correct predictions. 

The network also has more neurons to store more data during training which assists in 

image classification. Tables 4.17 and 4.18 indicate the confusion matrix for artificial 

neural network, the numbers placed diagonally for each table are the prediction for the 

disease category for northern leaf blight, leaf spot, healthy, and common rust 

respectively.  It can also be seen from tables 4.17 and 4.18 that common rust disease 

was the one which was well predicted with the highest common rust image predictions 

of 389 and 394 images disease for artificial neural network and tuned artificial neural 

network respectively. 
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Table 4.17 Artificial Neural Network Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 389 0 1 10 

Healthy 6 307 26 61 

Leaf Spot 2 18 355 25 

Northern Leaf 

Blight 

9 51 59 281 

  

Artificial Neural Network Accuracy =
389+307 + 355 +281

1600
 

      = 0.83 

Artificial Neural Network Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1332

1332+268
 

  = 0.83 

Artificial Neural Network Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1332

1332+268
 

       = 0.83 

Artificial Neural Network F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.83 ∗0.83

0.83 +0.83
 

           = 0.83 
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Table 4.18 Artificial Neural Network Tuned Confusion Matrix Visualization 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 394 0 1 5 

Healthy 4 341 16 39 

Leaf Spot 1 14 367 18 

Northern Leaf 

Blight 

8 31 39 322 

     

Tuned Artificial Neural Network Accuracy =
394+341 +367 +322

1600
 

      = 0.89 

Tuned Artificial Neural Network Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1424

1424+176
 

  = 0.89 

Tuned Artificial Neural Network Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1424

1424+176
 

       = 0.89 

Tuned Artificial Neural Network F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
    

           = 2 ∗ 
0.89 ∗0.89

0.89 +0.89
 

           = 0.89 
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The Random Forest is made up of more decision trees and predicts results by creating 

decision trees on the data samples and picking the best decision tree that predicted the 

results with high accuracy through voting. It reduces the overfitting problem by 

averaging the result from every decision tree hence concluding the best result that is 

why it is called an ensemble method. Tables 4.19 and 4.20 indicate the confusion 

matrix for the random forest, the numbers paced diagonally for each table are the 

predictions for the disease category for northern leaf blight, leaf spot, healthy, and 

common rust respectively.  It can also be seen from tables 4.19 and 4.20 that northern 

leaf blight and healthy images were the ones that were badly predicted. The Random 

Forest predicted 222 and 205 images for healthy and northern leaf blight disease 

respectively and the tuned one predicted 316 and 248 images for healthy and northern 

leaf blight disease respectively.  

 Table 4.19 Random Forest Confusion Matrix Visualization 

     

Random Forest Accuracy =
389+222 + 359 +205

1600
 

      = 0.73 

Random Forest Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 389 0 10 1 

Healthy 71 222 37 70 

Leaf Spot 5 22 359 14 

Northern Leaf 

Blight 

66 54 75 205 
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  = 
1175

1175+425
 

  = 0.73 

Random Forest Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1175

1175+425
 

       = 0.73 

Random Forest F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.73 ∗0.73

0.73 +0.73
 

           = 0.73 

 Table 4.20 Random Forest Tuned Confusion Matrix Visualization 

 

 

 

   

Tuned Random Forest Accuracy =
398+316 + 392 +248

1600
 

      = 0.85 

Tuned Random Forest Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

  = 
1354

1354+246
 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 398 0 1 1 

Healthy 9 316 15 60 

Leaf Spot 1 4 392 3 

Northern Leaf 

Blight 

44 47 61 248 
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  = 0.85 

Tuned Random Forest Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

       = 
1354

1354+246
 

       = 0.85 

Tuned Random Forest F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
     

           = 2 ∗ 
0.85 ∗0.85

0.85 +0.85
 

           = 0.85 

The 1600 images were used for training for each disease category resulting in a total 

of 6400. Testing the model was part of the validation process which involved 400 

images for each maize leaf disease category resulting in 1600 images in total as clearly 

shown in table 4.21 below. 

Table 4.21 Images Used for Enhanced Model  

Maize Disease Type Images Used During 

Training 

Images Used During 

Testing 

Common Rust 1600 400 

Healthy 1600 400 

Leaf Spot 1600 400 

Northern Leaf Blight 1600 400 

Total Images Used 6400 1600 

 

The combination of Artificial Neural Network + Support Vector Machine produced 

good results and the main reason was that the SVM replaced the softmax layer in the 

Artificial Neural Network, and hence it had the capability of minimizing the 

generalization error on unseen data which resulted in better prediction results. The true 
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positives which indicate the predicted values for the developed model are shown 

diagonally in table 4.22 with a background of blue color for the disease category for 

northern leaf blight, leaf spot, healthy, and common rust. The predictions include 398, 

371, 384, and 382 for the above-named diseases respectively.  It can also be seen from 

table 4.22 that healthy images were the ones that were badly predicted. The developed 

model predicted 371 images for healthy category.  

Table 4.22 Enhanced Model Confusion Matrix Visualization 

 

Developed Model Accuracy =
398+371+384+382

1600
 

      = 0.95 

Precision=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
     

  = 
1535

1535+65
 

  = 0.95 

Recall=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
     

       = 
1535

1535+65
 

 Predicted 

Known Common 

Rust 

Healthy Leaf Spot Northern Leaf 

Blight 

Common Rust 398 0 0 2 

Healthy 0 371 11 18 

Leaf Spot 0 8 384 8 

Northern Leaf 

Blight 

0 15 13 382 
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       = 0.95 

F1 Score =2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        

           = 2 ∗ 
0.95 ∗0.95

0.95 +0.95
 

           = 0.95 

4.7 Overall Classification Accuracy 

After finding the classification report for each model the overall classification metrics 

were determined and this helped us know the best performing model in terms of 

classifying the images from the test data set. The developed model emerged as the best 

with a classification accuracy of 0.95 while the worst model was the decision tree with 

an accuracy score of 0.73. The following are the results gotten for each model;  

Table 4.23 Models’ Accuracy 

Models Accuracy 

Artificial Neural Networks + Support Vector Machine 0.95 

Artificial Neural Networks 0.89 

Support Vector Machine 0.87 

K-Nearest Neighbors  0.86 

Random Forest  0.85 

Logistic Regression  0.83 

Linear SVC  0.79 

Decision Tree  0.73 



110 

 

 

Figure 4.33 Models’ Accuracy 

The results in Figure 4.33 above show the best performing model (Artificial Neural 

Networks + Support Vector Machine) with the test data set while Decision Tree 

performed badly with the test data set. The combination of Artificial Neural Network 

+ Support Vector Machine produced good results and the main reason was that the 

SVM replaced the softmax layer in the Artificial Neural Network, and hence it had the 

capability of minimizing the generalization error on unseen data which resulted in 

better prediction results. 

4.8 Developed Model for Maize Leaf Diseases 

Image classification accuracy is an image classification problem in which images are 

classified to the class they don’t belong to hence leading to decisions that are erroneous 

and expensive. The enhanced image classification model consisted of two modules; the 

feature extraction module and the image classification module. The feature extraction 

module was integrated to work together with the classification module and the features 

extracted by the feature extraction module were normalized to make them scale-

invariant and less susceptible to light which is one of the factors that usually affects 
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image classification accuracy. The classification module was also adjusted by 

combining two classifiers; Artificial Neural Network and Support Vector Machine and 

the main reason were for the SVM to replace the softmax layer used for classification 

in the Artificial Neural Network since the SVM has the hyperplane component which 

is a line that accurately separates data belonging to different classes and this made 

Support Vector Machine classify maize leaf disease images accurately. The Support 

Vector Machine also has the capability of minimizing the generalization error on 

unseen data which resulted in better prediction results. The conceptual representation 

of the enhanced model is shown in Figure 4.34 below. 
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Figure 4.34 Enhanced Image Classification Accuracy Model 

Figure 4.34 shows that the feature representation module extracted features by 

calculating the image gradient which made the features less susceptible to light. The 

dimensionality reduction was also applied to the images by using the histogram of the 

oriented gradient algorithm which reduced the vector space. Finally, feature 
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normalization was done by the histogram of the oriented gradient algorithm which 

made the images scale-invariant hence the images were classified correctly despite the 

scale variations. The image classification module had a combination of two classifies; 

the artificial neural network had several neurons that stored more training data and once 

the training data was captured it was passed to the support vector machine which had 

the hyperplane component that accurately classified data from different classes. Each 

component from Figure 4.34 is discussed in detail as shown below. 

4.8.1 Maize Leaf Disease Images Input and Preprocessing 

The train and test images were of 256 x 256 size and shape which increases the 

computational complexity of the feature extraction process. The first step done with 

the feature descriptor was to resize the image into a ratio of 1:2 and most probably the 

image was resized to 64 × 128, this process was known as image preprocessing. Image 

preprocessing was important since the images were broken further into 8 by 8 and 16 

by 16-pixel windows to be able to generate the features from the images. An image 

size of pixel ratio of 1:2 made the calculation of feature extraction easier and faster. 

Finally, the feature vector construction and representation were done from the 

preprocessed images. 

4.8.2 Feature Representation: Calculate the Image Gradient 

The change in the x and y direction of every pixel was calculated after the image has 

been resized to a pixel ratio of 1:2. For example, let us take a small image window and 

calculate the gradient. Let us work with a matrix pixel of the generated image window 

taken from the whole image. 
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Figure 4.35 Image Pixels 

As shown in Figure 4.35, in the pixel matrix, the value of pixel 85 is highlighted in 

light orange and that is the one that was used to demonstrate how the gradient of a 

pixel was calculated. The change in the x-direction of pixel 85 was calculated by 

subtracting the value of the pixel that is on the left of pixel value 85 from the value of 

the pixel that is immediately on the right side of pixel value 85. The same thing 

happens for the change in y-direction for the pixel value 85 which was calculated by 

subtracting the value immediately at the bottom of pixel value 85 from the value 

immediately at the top of pixel value 85. The Gx and Gy of 85-pixel value is; 

Gx =89-78=11 

Gy =68-56=8 

This calculation was done for all the pixel values in the matrix and a new matrix was 

obtained with these new values which helped the researcher calculate the direction and 

the magnitude. 

4.8.3 Orientation and Magnitude  

The orientation and magnitude of each pixel value were determined by using the 

values obtained for the new matrix and this was achieved by using the Pythagoras 

theorem. 

121 10 78 96 125 

48 152 68 125 111 

145 78 85 89 65 

154 214 56 200 66 

214 87 45 102 45 
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Figure 4.36 Orientation and Magnitude 

Figure 4.36 indicates that the height and the base are Gy and Gx respectively and as for 

the previous example the value for Gy and Gx was 8 and 11 respectively. 

Total Gradient Magnitude= √[( Gx)
2 + (Gy)

2] 

     = √[(11)2 + (8)2] 

     = 13.6 

The pixel direction was calculated as; 

Tan(ϴ) = (Gx / Gy) 

ϴ=arctan(Gx / Gy) 

ϴ=arctan(11 / 8) 

  = 36 

4.8.4 Dimensionality Reduction and Feature Normalization 

After calculating the direction and magnitude of each image element value now the 

magnitude and direction were used to come up with the histogram. 
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Angle 1 2 3 4.. 35 36 37 38 39.. 175 176 177 178 179 180 

 

Figure 4.37 Generating Histogram 

As you can see from Figure 4.37 the pixel value 85 has the direction of 36 and in the 

frequency table the occurrence of 36 is 1 and this was done for each image element 

value. The values on the y and x-axis were obtained from the frequency distribution 

table. 

4.8.5 Histogram of Gradients in 8 × 8 Image Patch 

The histogram of the whole image was obtained from the image segments of size 8 x 

8 after the image pixel gradient and direction was calculated. The histograms obtained 

from the image window of 8 x 8 were used to generate a feature matrix of size 9 x 1. 

The HOG features were then normalized for the 9 x 1 feature vector to make them 

scale-invariant.  

4.8.6 Normalize Gradients 

The variation in light was considered by normalizing the gradient which was done by 

taking 16 x 16 blocks of images since in the 8 x 8 image patch some parts of the images 

121 10 78 96 125 

48 152 68 125 111 

145 78 85 89 65 

154 214 56 200 66 

214 87 45 102 45 
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appeared brighter than others and this procedure helped in reducing light variation.  

To create 16 × 16 blocks a combination was done for the 8 × 8 cells into one and 

remember all eight by eight cells had a matrix of 9 × 1 for a histogram so the 

combination of the four 9 × 1 matrix ended up with a single 36 × 1 matrix. The sum 

of the square of each value in the matrix was done and the square root was calculated 

and the results were divided by each of these values. For a given F vector: 

F= [x1, x2, x3 …x36] 

Determine the root of the sum of squares: 

Y= √ (x1)2 + (x2)2 + (x3)2 + … (x36)2      

Vector F values are divided by y value 

Normalized vector =   
𝑥1

𝑦
,

𝑥2

𝑦
,

𝑥3

𝑦
, . . .

𝑥36

𝑦
      

And this resulted in a 36 × 1 matrix normalized vector size. 

The normalized feature vector made the images be classified correctly despite the scale 

variation of the images. 

The feature extraction process can be represented using the below algorithms as 

follows; 

Algorithm 1: Histogram of Oriented Gradient 

Input: Image 

Output: HOG features 

Begin algorithm 

3. Read Image in the form of pixels 

4. Extract the HOG features: 
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2.1 Divide the image pixel window by 8X8 pixel cell and calculate the gradient 

components with respect to each pixel (x, y) in vertical and horizontal directions 

2.2 Calculate number of blocks in vertical and horizontal directions taking block 

step size of 8 pixels. 

2.3 Histogram of 9 gradient directions is then calculated for each cell and extract 

feature vectors i.e., HOG features. 

2.4 Save all the features in a matrix. 

End algorithm 

4.8.7 Image Classification Model: Artificial Neural Network 

The neurons in the artificial neural network are one of the important components in the 

model since it acts as the component for storing information. During training the 

information was distributed over various nodes on the network, this helped more 

information to be stored on the network which assisted in the learning process of the 

model. The fault of one neuron cannot affect the model since it has several neurons 

distributed over the network which will assist during the failure of one node thus the 

loss of the data cannot affect its working. 

4.8.8 Image Classification Model: Support Vector Machine 

The SVM had the capability of minimizing the generalization error on unseen data 

which resulted in better prediction results. The SVM generalizes well the training 

dataset compared to ANN since it scaled relatively well to high dimensional data. The 

optimal plane is also known as the hyperplane and is a line that separates data belonging 

to different classes which made SVM classify maize leaf disease images accurately.  

The hyperplane equation is; 
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 w.x + b =0            

where b is an offset and w represents the vector which is usually normal to the 

hyperplane. Separating the data points using the hyperplane, the following steps were 

followed; 

i. Start with a line, and two equidistant parallel lines to it. 

ii. Pick a large number i.e 1000(number of repetitions, or epochs) 

iii. Pick a number close to 1 i.e 0.99(the expanding factor) 

iv. Repeat 1000 times 

 Pick a random point 

 If the point is correctly classified: Do nothing 

 If the data point is incorrectly classified: Move the line towards the point 

 Separate the lines using the expanding factor 

v. Use the lines that separate the data accurately. 

The higher the margin around the decision boundary led to an increase in the 

classification accuracy since the hyperplane and the data points margin were 

maximized using the following equation.  

c(x, y, f(x))={
                   0,

1 − 𝑦 ∗ 𝑓(𝑥),
          𝑖𝑓 𝑦 ∗ 𝑓(𝑥) ≥ 1

𝑒𝑙𝑠𝑒

     

The above equation is known as the hinge loss function that assisted in maximizing the 

margin between the hyperplane and the data points. The actual value and the predicted 

value are of the same sign if the cost function is equal to zero. The loss value is 

calculated if they are not the same. The cost function is the average of the loss function. 

To minimize the cost function, an optimization algorithm is used which is known as 

Gradient Descent. The parameters of the learning model are updated using the 



120 

 

optimization algorithm. The gradient was calculated from the loss function by finding 

the derivatives with respect to weights. 

w2 = w1 – L * 
𝑑𝑗

𝑑𝑤
 

b2 = b1 - L * 
𝑑𝑗

𝑑𝑏
 

w ---> weight 

b ---> bias 

L ---> Learning Rate 

𝑑𝑗

𝑑𝑤
 ---> Partial derivative of the cost function with respect to w 

𝑑𝑗

𝑑𝑏
 ---> Partial derivative of the cost function with respect to b 

Note: 

𝑑𝑗

𝑑𝑤
 is how much your cost function changes when your weight changes 

𝑑𝑗

𝑑𝑏
  is how much your cost function changes when you change your bias. 

𝑑𝑗

𝑑𝑤
  and 

𝑑𝑗

𝑑𝑏
 are known as gradient or derivatives. 

The margin maximization and the loss are balanced by adding the regularization 

parameter to the cost function which looked as follows; 

if(yi . (w.x + b) > 1): 

𝑑𝑗

𝑑𝑤
 = 2λw 

𝑑𝑗

𝑑𝑏
 = 0 

else(yi . (w.x + b) <1): 
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𝑑𝑗

𝑑𝑤
 = 2λw – yi.xi 

𝑑𝑗

𝑑𝑏
 = yi 

The model accurately predicts the class of our data points if there is no misclassification 

at all. In this case, the regularization parameter was used to update the gradient. 

w = w – α . (2λw)          

The gradient update was calculated by including the regularization parameter along 

with the loss function when the proposed model misclassifies the images. 

w = w + α . (yi . xi - 2λw) 

The Artificial Neural Network also contains a multilayer component with several 

neurons. During training, the information was distributed to all neurons which made 

the network learn faster and store more information which assisted for image 

classification purposes. This feature assisted SVM to correlate with the ANN whenever 

the training dataset increased since ANN had several neurons which accommodated 

more training data and hence enhanced the image classification accuracy results. 

Combining SVM and ANN made them work together and the advantages of SVM and 

ANN as highlighted above when brought together enabled the model to produce better 

image classification accuracy. 

The model was developed to come up with a stronger learner that has both low bias, 

variance, and better predictive results compared to a single learner hence enhancing the 

image classification accuracy. The research also incorporated the best qualities of ANN 

and SVM hence coming up with a better model which resulted in an enhanced image 

classification accuracy. Combining ANN and SVM reduced variance by fitting one 

component of each model at a time and an increase in the capacity of models reduced 

biases. The combined strengths of the two models offset individual model variances 
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and biases and this provided a composite prediction where the final accuracy was better 

than the accuracy of individual learners. With the combination of Support Vector 

Machine and Artificial Neural Network, the SVM replaced the softmax layer in the 

Artificial Neural Network, and hence the SVM had the capability of minimizing the 

generalization error on unseen data which resulted in better prediction results.   

4.9 Summary 

The research aimed to come up with an enhanced model and through the experimental 

results, it clearly showed that the model developed classifies maize leaf disease with 

the highest accuracy as compared to single models. The distinctive features were 

extracted from the images through the feature extraction methods as shown in Figures 

4.5 and Figure 4.6. The image classification models used the distinctive feature as the 

input values. This means once the features were extracted they were passed to the 

classifiers which were trained on the extracted key points. The performance of three 

feature extraction methods with the machine learning algorithms is shown in table 4.2. 

KAZE, ORB, and HOG methods performed well with Artificial Neural Network as 

seen in table 4.2. The HOG method performed well when the average accuracy was 

calculated for feature extraction methods when used with different machine learning 

algorithms. The HOG method reduced the variation in light of the image by finding 

the gradient magnitude and direction of every pixel. This process usually makes the 

image less susceptible to light hence making the method detect distinctive features 

despite the variation in image light. The HOG features once they are generated they 

were normalized and this made them scale-invariant hence increasing the scale of the 

images won’t affect the identification of maize leaf disease images. Image processing 

is also one of the processes whereby the images were divided into smaller equal parts 
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hence extracting the features became easier and faster which in turn reduced the 

computational complexity of the feature extraction process. The above-listed 

characteristics of the HOG method are the ones that made it produce accurate results 

compared to KAZE and ORB methods.  

The researcher throughout the entire experimental work decided to use the HOG 

feature extraction method due to its performance compared to other methods. After 

choosing the HOG the dataset was increased from 200 to 1600 images for each maize 

disease category hence subjecting the image classification models to a more increased 

training dataset which enabled the models to make predictions with minimal errors. 

Figure 4.20, 4.21, 4.22, 4.23, 4.24, 4.25, 4.26, Fig 4.27, 4.28, 4.29, 4.30, 4.31, 4.32, 

and 4.33 shows the classification reports, and these reports were used to tell whether 

the image classification models were making good or bad predictions based on the 

testing dataset they were subjected to. The test dataset of 400 images from each 

category of maize diseases was used for validating each image classification model 

and a classification report was obtained after the predictions. And from Figure 4.37 

the enhanced model when it came to classifying the maize leaf disease images, 

emerged the best compared to others. The combination of Artificial Neural Network 

+ Support Vector Machine produced good results and the main reason was that the 

SVM replaced the softmax layer in the Artificial Neural Network, and hence it had the 

capability of minimizing the generalization error on unseen data which resulted in 

better prediction results. The SVM generalizes well the training dataset compared to 

ANN since it scales relatively well to high dimensional data. The optimal plane is also 

known as the hyperplane and is a line that separates data belonging to different classes 

which made SVM classify maize leaf disease images accurately. The developed model 

also reduced the overfitting problem by averaging the results from the integration of 
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the Support Vector Machine and Artificial Neural Network. The major disadvantage 

of it was that it took a lot of time to make predictions since it averaged the results from 

the hybrid of the Support Vector Machine and Artificial Neural Network to give better 

results hence consuming a lot of time. The new conclusion also needs to be made by 

exploring further investigation, which will be as a result of increasing the dataset, 

specifically the training and test dataset, and an empirical analysis be done based on 

the increased dataset. The new dataset also needs to be used with a different type of 

plant leaf disease to be able to verify if the newly developed model can still classify 

the images accurately. 
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CHAPTER FIVE 

CONCLUSION, RECOMMENDATIONS AND FUTURE WORK 

5.1 Conclusion 

In summary, image classification accuracy is the total number of images predicted 

correctly out of the total images in the test dataset in the field of computer vision. 

Classifying the images accurately is still a challenge due to single image classification 

models being biased and having high variance. The research has presented a good 

feature extraction method and an enhanced model which is used to classify maize leaf 

disease images with high accuracy compared to existing models. 

This research uses a dimensionality reduction known as histogram of oriented gradient 

for extracting distinctive features from maize leaf images and leaving out part of the 

information that is irrelevant and hence passing the extracted features for classification 

to the image classification model which is a combination of Support Vector Machine 

+ Artificial Neural Network. The method therefore reduces the images from high to 

low dimensional space but still maintains the intrinsic dimension of the images. The 

research found that machine learning algorithms can perform better with the 

Histogram of Oriented Gradient feature descriptor method after a comparative study 

was done with other feature extraction methods. KAZE, ORB, and HOG methods 

performed well with Artificial Neural Network as seen in table 4.2. The HOG method 

performed well when the average accuracy was calculated for feature extraction 

methods when used with different machine learning algorithms. The HOG method 

reduced the variation in light of the images by finding the gradient magnitude and 

direction of every pixel. This process made the images less susceptible to light hence 

making the method detect distinctive features despite the variation in image light. The 
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HOG features once they are generated they were normalized and this made them scale-

invariant hence increasing the scale of the images did not affect the identification of 

maize leaf disease images. Image processing was also one of the processes whereby 

the images were divided into smaller equal parts hence extracting the features became 

easier and faster which in turn reduced the computational complexity of the feature 

extraction process. The above-listed characteristics of the HOG method are the ones 

that made it produce accurate results compared to KAZE and ORB methods. The 

researcher throughout the entire experimental work decided to use the HOG feature 

extraction method due to its performance compared to other methods.  

The classification reports were generated and these reports were used to tell whether 

the models were making good or bad predictions based on the test dataset they were 

subjected to. Each model was subjected to a test data set of 400 images from each 

category of maize diseases and a classification report was obtained after the 

predictions. And from the results, the proposed model of Histogram of Oriented 

Gradient + Support Vector Machine + Artificial Neural Networks classified maize leaf 

diseases with the highest accuracy.  

The combination of Support Vector Machine + Artificial Neural Network performed 

best after comparative analysis was done with the other image classification models. 

The accuracy score of 0.95 was produced by the developed model. The main reason 

why it produced good results is that with the combination of Histogram of Oriented 

Gradient + Support Vector Machine + Artificial Neural Network, the features were 

extracted from maize leaf disease images using the Histogram of Oriented Gradient, 

and the combination of Artificial Neural Network and Support Vector Machine used 

the features as their input value during training, the SVM replaced the softmax layer 
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in the Artificial Neural Network, and hence the SVM had the capability of minimizing 

the generalization error on unseen data which resulted in better prediction results. 

From the classification report, the enhanced model also was seen to be the best, and 

in conclusion, the developed model classified maize leaf disease images with the 

highest accuracy when the HOG method acted as the feature descriptor and the 

combination of Support Vector Machine and Artificial Neural Network as the 

classifier which made the researcher propose the model to be used today and in the 

future when it comes to classifying maize leaf disease images.  

5.2 Recommendations  

The research recommends that other existing image classification model needs to be 

analyzed specifically convolution neural network and a hybrid of other image 

classification models. A better model that uses deep learning and transfer learning 

need to be developed and compared with the developed model to see if accuracy 

improves.  

The ensembling needs to be done with deep learning models to see if they generalize 

well the data compared to machine learning models. Ensembling is one of the 

approaches that reduces bias, variance and the overfitting problem which in turn 

improves the image classification accuracy. 

The study also recommends the penalization of the wrong prediction by using the 

logarithmic loss metric needs to be measured. The probability of the image 

classification model randomly classifying an image to the wrong class rather than 

randomly classifying it to the right class can also needs to be measured by the Area 

Under the Curve (AUC) metric which is one of the metrics that the model can be 

subjected to. 
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5.3 Future Work 

The developed model which was a combination of Support Vector Machine and 

Artificial Neural Network produced an accuracy of 0.95, unfortunately, this model is 

not one hundred percent accurate which leads to instances of the wrong classification 

hence erroneous decisions that are expensive. This is due to generalization error, 

biases, and variance which are still associated with the model hence the research 

recommends in the future to use the latest technology like deep learning specifically 

convolution neural network to see if the accuracy will be better than the current model. 

The combined two model needs to be subjected to further hyperparameter tuning by 

using advanced methods such as Conjugate Gradient to be able to compare the current 

optimal parameters with the new parameters obtained since optimal parameters when 

used along with the models' results to accurate predictions. During the feature 

extraction process before the features are fed to image classification models, feature 

selection needs to be done by using methods such as recursive feature elimination 

which usually ensures redundant features are eliminated thus making the machine 

learning algorithm perform faster during training and validation. The researcher also 

needs to explore other validation metrics that can exhaustively verify the prediction 

results of the machine learning algorithms. The new dataset also needs to be used with 

a different type of plant leaf disease to be able to verify if the newly developed model 

can still classify the images accurately. The researcher in the future can look at the 

penalization of the wrong prediction by using the logarithmic loss metric. The 

probability of the image classification model randomly classifying an image to the 

wrong class rather than randomly classifying it to the right class can also be measured 

by the Area Under the Curve (AUC) metric which is one of the metrics that the model 

can be subjected to in the future research. The noise can still be introduced in both the 
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training and testing dataset by using noise functions in python such as the Gauss and 

Poisson function that distorts the images and makes them difficult for the classifier to 

recognize them and this will assist in comparing the performance of the classifiers 

both in normal and noisy conditions. The new conclusion also needs to be made by 

exploring further investigation, which will be as a result of increasing the dataset, 

specifically the training and test dataset, and an empirical analysis be done based on 

the increased dataset. 
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Appendix 1. Code for Importing Libraries 

These codes import the libraries for computer vision and image classification models 

that were used during the experiment. 

#for array manipulations 

import numpy as np 

#for image processing 

import cv2  

#for displaying images 

import matplotlib.pyplot as plt 

#to display images in this notebook, not in a separate window 

%matplotlib inline 

#to access system resources such as directories 

import os 

import time 

import pandas as pd 

import seaborn as sns 

import random 

from sklearn.preprocessing import StandardScaler 

from sklearn.model_selection import train_test_split 

from sklearn.preprocessing import LabelEncoder 

from sklearn.ensemble import RandomForestClassifier 

from sklearn.linear_model import LogisticRegression 

from sklearn.svm import SVC, LinearSVC 

from sklearn.neighbors import KNeighborsClassifier 
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from sklearn.neural_network import MLPClassifier 

from sklearn.naive_bayes import BernoulliNB 

from sklearn.tree import DecisionTreeClassifier 

from sklearn.metrics import accuracy_score, auc, classification_report, 

confusion_matrix, f1_score 

from sklearn.metrics import precision_score, recall_score 

from sklearn.feature_selection import RFECV 

from sklearn.model_selection import train_test_split 

from sklearn.model_selection import KFold 

from sklearn.model_selection import cross_val_score, cross_val_predict  

from sklearn.model_selection import GridSearchCV, RandomizedSearchCV 

from sklearn.utils import shuffle 

from sklearn.ensemble import VotingClassifier 

import warnings 

warnings.filterwarnings('ignore') 
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Appendix 2. Code for Setting up Directories 

#Set this to point to the project root; all paths will be relative to this one 

project_dir = 'C:/Users/VINCENT/Documents/maize-disease-detection' 

def set_up_directories(project_dir=project_dir): 

    """Sets up the paths to important directories 

     

    Parameters 

    ---------- 

    project_dir : string; default is the current working directory 

        The path to the project root i.e 'VINCENT/maize-disease-detection' 

     

    returns 

    ------- 

    base_dir : string 

        The project directory path 

    data_folder : string 

        The data subfolder path 

    maize_data_folder :  

        The path to the subdirectory containing the maize images 

         

    example usage 

    ------------- 

    base_dir, data_folder, maize_data_folder = set_up_directories() 

    """ 
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    #set our base directory. This should point to the location of the plant-diseases folder 

    base_dir = project_dir 

    #set the path to our data folder 

    data_folder = os.path.join(base_dir, 'data') 

    #set the path to the maize folder and list the various categories available 

    maize_data_folder = os.path.join(data_folder, 'maize') 

 

    return base_dir, data_folder, maize_data_folder 
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Apendix 3.Code for Loading Images from the Respective Folders 

def get_images(disease, image_count=200, offset=0): 

    """Loads a specified number of images for a given maize disease 

     

    parameters 

    ---------- 

    disease: string 

        A string that could be common_rust, healthy, leaf_spot, nothern_leaf_blight 

    image_count : int 

        Number of images to return 

    returns 

    ------- 

    disease_images: list 

        A list of images for the selected disease 

    offset : int 

        Where to begin 

    """ 

     

    #this list will contain the  images returned 

    disease_images = [] 

    #path to the images 

    disease_images_path = os.path.join(maize_data_folder, disease) 

    count = 0 

    image_paths = os.listdir(disease_images_path) 

    for image_path in image_paths[offset:]: 

        if count == image_count: 

            break 

        image_path = os.path.join(disease_images_path, image_path) 

        image = cv2.imread(image_path, cv2.IMREAD_COLOR) 

        image = cv2.cvtColor(image,cv2.COLOR_BGR2RGB) 
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        disease_images.append(image) 

        count += 1 

    return disease_images 
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Appendix 4. Code for Extracting Train Features from the Images 

def extract_features_hog(image, feature_size=4096): 

    """Extracts hog features for the image 

     

    parameters 

    ---------- 

    image : numpy array 

        The image whose features are to be extracted 

    feature_size : int 

        The number of features to generate 

    returns 

    ------- 

        hog_features : numpy array  

         

    raises 

    ------ 

    cv2.error 

    """ 

    hog = cv2.HOGDescriptor() 

    try: 

        features = hog.compute(image) 

        required_features = features[:feature_size].ravel() 

    except AttributeError as e: 

        raise AttributeError('Unable to generate features for the given image') 

    else:     

        return required_features 

 

def extract_train_features(algorithm='hog', dataset_size=450): 

    """Extracts features for the given number of images in the dataset 
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    Uses the specified algorithm 

    Generates specified training samples for each maize disease 

    parameters 

    ---------- 

    algorithm : string 

    --------- 

        The algorithm to use; could be 'kaze', 'orb' or 'hog' 

    dataset_size : int, optional 

        Number of images to load for each category 

    returns 

    ------- 

    features : numpy array 

        The features used to train the models 

    labels : numpy array 

        The feature labels 

    """ 

 

    features = [] 

    labels = [] 

    disease_names = ['common_rust', 'healthy', 'leaf_spot', 'nothern_leaf_blight'] 

    for disease_name in disease_names: 

        images = get_images(disease_name, image_count=dataset_size) 

        for image in images: 

            try: 

                if algorithm == 'kaze': 

                    image_features = extract_features_kaze(image) 

                    features.append(image_features) 

                elif algorithm == 'orb': 

                    image_features = extract_features_orb(image) 

                    features.append(image_features) 
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                else: 

                    image_features = extract_features_hog(image) 

                    features.append(image_features) 

                labels.append(disease_name) 

            except AttributeError as e: 

                continue 

    features = np.array(features) 

    labels = np.array(labels) 

    features = StandardScaler().fit_transform(features) 

    labels = LabelEncoder().fit_transform(labels) 

    features, labels = shuffle(features, labels, random_state=34) 

     

    return  features, labels 
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Appendix 5. Code for Extracting Test Features from the Images 

def extract_test_features(algorithm='hog', dataset_size=100): 

    """Extracts features for the given number of images in the dataset 

 

    Uses kaze algorithm 

    parameters 

    ---------- 

    algorithm : string 

        The algorithm to use; could be 'kaze', 'orb' or 'hog' 

    dataset_size : int 

        Number of images to load for each category 

    returns 

    ------- 

    features : numpy array 

        The features used to train the models 

    labels : numpy array 

        The feature labels 

    """ 

 

    test_features = [] 

    test_labels = [] 

    disease_names = ['common_rust', 'healthy', 'leaf_spot', 'nothern_leaf_blight'] 

    for disease_name in disease_names: 

        images = get_images(disease_name, image_count=dataset_size, offset=685) 

        for image in images: 

            try: 

                if algorithm == 'kaze': 

                    image_features = extract_features_kaze(image) 

                    test_features.append(image_features) 

                elif algorithm == 'orb': 
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                    image_features = extract_features_orb(image) 

                    test_features.append(image_features) 

                else: 

                    image_features = extract_features_hog(image) 

                    test_features.append(image_features) 

                test_labels.append(disease_name) 

            except AttributeError as e: 

                continue 

    test_features = np.array(test_features) 

    test_labels = np.array(test_labels) 

    test_features = StandardScaler().fit_transform(test_features) 

    test_labels = LabelEncoder().fit_transform(test_labels) 

    test_features, test_labels = shuffle(test_features, test_labels, random_state=34) 

 

    return  test_features, test_labels 
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Appendix 6. Code for Confusion Matrix 

def create_confusion_matrix_labelled(predictions, labels, diseases=['common_rust', 

'healthy', 'leaf_spot', 'nothern_leaf_blight']): 

    """generates the confusion matrix 

 

    parameters 

    ---------- 

    returns 

    ------- 

    confusion_matrix : numpy array 

        The confusion matrix 

    """ 

    cm = confusion_matrix(predictions, labels) 

 

    plt.Figure(Figsize=(12,10)) 

    sns.heatmap(cm, annot=True, cbar=True) 

    tick_marks = np.arange(len(diseases)) 

    plt.xticks(tick_marks, diseases, rotation=45) 

    plt.yticks(tick_marks, diseases, rotation=45) 

    plt.title('Confusion Matrix Visualization') 

    plt.ylabel('True Label') 

    plt.xlabel('Predicted Label') 

    plt.show() 
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Appendix 7. Code for Training the Developed Model 

def train_model(model, train_features, train_labels): 

    """Trains the given model 

 

    Uses cross-validation 

    parameters 

    ---------- 

    model 

    train_features 

    """ 

 

    start_time = time.time() 

    train_scores = scores = cross_val_score(model, train_features, train_labels, 

scoring='accuracy', cv=10) 

    stop_time = time.time() 

    train_time = round((stop_time - start_time), 3) 

    train_score = round(np.mean(train_scores), 3) 

    return train_score, train_time 
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Appendix 8. Code for Testing the Developed Model 

def test_model(model, test_features, test_labels): 

    """Trains the given model 

 

    Uses cross-validation 

    parameters 

    ---------- 

    model 

    train_features 

    """ 

 

    test_predictions = cross_val_predict(model, test_features, test_labels, cv=10) 

    test_score = round(accuracy_score(test_labels, test_predictions), 3) 

    prescision = round(precision_score(test_labels, test_predictions, average='micro'), 

3) 

    recall = round(recall_score(test_labels, test_predictions, average='micro'), 3) 

    f_1 = round(f1_score(test_labels, test_predictions, average='micro'), 3) 

    return test_score 
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Appendix 9. Code for Generating Classification Report 

def model_classification_report(model, test_features, test_labels, 

diseases=['common_rust', 'healthy', 'leaf_spot',  

                                                                             'nothern_leaf_blight']): 

    predictions = model.predict(test_features) 

    encoder = LabelEncoder() 

    encoded_labels= encoder.fit_transform(diseases) 

    decoded_predictions = encoder.inverse_transform(predictions) 

    decoded_test_labels = encoder.inverse_transform(test_labels) 

    print(classification_report(decoded_test_labels, decoded_predictions,   

                        labels=['common_rust', 'healthy', 'leaf_spot', 'nothern_leaf_blight'])) 
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Appendix 10. Code for Model Performance 

def model_perfomance(model, name, train_set=(hog_train_features, 

hog_train_labels),  

                     test_set=(hog_test_features, hog_test_labels)): 

    """Model perfomance on the hog dataset 

 

    parameters 

    ---------- 

    model : scikit-learn Classifier 

        Model to be tested 

    returns 

    ------- 

    model_perfomance : pandas DataFrame 

    """ 

 

    #Assert dataset shape and type 

 

    import warnings 

    warnings.filterwarnings('ignore') 

 

    #Training accuracy and Time 

    print(f'**********{name}**********') 

    print('\n') 

    train_score, train_time = train_model(model, train_set[0], train_set[1]) 

 

    #Test Accuracy 

    model.fit( train_set[0], train_set[1]) 

    test_score = test_model(model, test_set[0], test_set[1])  

 

    #The model perfomance  
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    df = pd.DataFrame({'Model': [name], 'Train Accuracy': [train_score], 'Test 

Accuracy': [test_score], 'Train Time':[train_time]}) 

    print(df) 

    print('\n') 

 

    #The classification report 

    model_classification_report(model, test_set[0], test_set[1]) 

    print('\n') 

    #The confusion matrix 

    predictions = model.predict(test_set[0]) 

    #create_confusion_matrix(predictions, test_set[1]) 

    create_confusion_matrix_labelled(predictions, test_set[1]) 

    print('\n') 

    print('*********The Key**********') 

    print('\t0: Common Rust\n\t1: Healthy\n\t2: Leaf Spot\n\t3: Nothern Leaf Blight') 
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