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FOREWORD

i
Proceedings  of the Sustainabe Research and Innovation Conference,

JKUAT Main Campus, Kenya

3 - 5 May 2017

Research, in the 21st century, is dependent on the multi-disciplinary approach for development 

of new knowledge and products. Industrialized countries spend a significant percentage of their  

GDP on funding research in universities and other dedicated research institutions and centres. 

The challenge for developing countries, however, is that of building up capacity in order to 

ensure that industries remain competitive in the global markets, in addition to offering innova-

tive solutions to the increasing socio-economic problems and developing efficient methods of 

using the depleting natural resources. The multi-disciplinary approach is a possible method of 

tackling these challenges. The conference offers a wide selection of topics to give the partici-

pants an opportunity to share experiences and link research to the process of industrialization.

The theme for the 2017 Annual Sustainable Research and Innovation Conference is “Engineer-

ing Innovations for Industrialization”. The conference aims to create a forum for scholars, 

industry and other stakeholder to interact and exchange ideas on new and existing knowledge 

in the field of engineering and related subjects. The conference is also a forum for enabling 

participants to articulate challenges facing the society, and offer viable solutions. In addition, 

scholars are also able to create networks for multi-disciplinary and industrial based research 

that will solve national and international challenges. The wide selection of topics listed herein 

give the participants an opportunity to share experiences and articulate how their activities 

impact on the process of industrialization in Africa and other developing countries.

The Sustainable Research and Innovation (SRI) Conferences is the successor to the Depart-

mental Annual Seminars which were previously organized by the Department of Mechanical 

Engineering at JKUAT. The first seminar was held in 1995, under the theme: “The Role of 

Mechanical Engineering in Changing Industry”. Thereafter, seven seminars were held annually 

until 2001. After a few years’ break, the annual seminars resumed in 2006 with the 8th series 

titled “Sustainable Research and Innovation”. In 2010, these Departmental Seminars were 

scaled to international conferences to run annually organized by the School of Mechanical, 

Manufacturing and Materials Engineering up to the year 2014 after which the role of organiz -

ing this conference was taken up by the college of Engineering. The SRI conferences have 

offered a platform for researchers and innovators in industry and academia to disseminate their 

research findings over the years. The conference has growm and gained international profile 

with submissions and keynote speeches from within and outside the country.

This year‘s, conference has drawn participation from the academic field and industries in 

Kenya as well as various countries including Japan, Zimbabwe, South Africa, Botswana and 

Ghana. The conference has been supported by Jomo Kenyatta University of Agriculture & 

Technology (JKUAT), and Japan International Cooperation Agency (JICA) through Afri-

ca-ai-Japan Project.
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Profit Based Unit Commitment in Deregulated

Electricity Markets Using A Hybrid Lagrangian

Relaxation - Particle Swarm Optimization Approach
Adline K. Bikeri, Christopher M. Maina and Peter K. Kihato

Abstract—In deregulated electricity markets, individual generation
companies (GENCOs) carry out independent unit commitment based
on predicted energy and revenue prices. The GENCOs unit com-
mitment strategies are developed with the aim of maximizing profit
based on the cost characteristics of their generators and revenues
from predicted prices of energy and reserve subject to all prevailing
constraints in what is known as Profit Based Unit Commitment
(PBUC). A tool for carrying out PBUC is an important need for the
GENCOs. This paper demonstrates the development of a solution
methodology for the PBUC optimization problem in deregulated
electricity markets. A hybrid of the Lagrangian Relaxation (LR) and
Particle Swarm Optimization (PSO) algorithms is used to determine
an optimal UC schedule in a day-ahead market using the expected
energy and reserve prices taking advantage of the strengths of both
algorithms. The PSO algorithm is used to update the Lagrange
multipliers giving a better quality solution. An analysis of the PSO
algorithm parameters is carried out to determine the parameters that
give the best solution. The algorithm is implemented in MATLAB
software and tested for a GENCO with 54 thermal units adapted from
the standard IEEE 118-bus test system.

Keywords—Deregulated Electricity Market, Lagrangian Relax-
ation, Particle Swarm Optimization, Profit Based Unit Commitment.

I. INTRODUCTION

Over the last few decades the electric energy sub-sector

has been undergoing significant changes. Probably the biggest

change has been deregulation of many power systems espe-

cially in the developed world; though aspects of deregulation

are also beginning to take root in developing nations. Dereg-

ulation refers to the unbundling of vertically integrated power

systems into Generation Companies (GENCOs), Transmis-

sion Companies (TRANSCOs) and Distribution Companies

(DISCOs) [1]. The main aim of deregulation is to create

competition among GENCOs and hence provide different

choices of generation options at lower prices to consumers

[1], [2].

Unit Commitment has always been a significant optimiza-

tion task in power systems [3], [4]. However, the approach

in the deregulated environment is significantly different form

that in the regulated environment. Here, the GENCO is not

the system operator. This means that, unlike the regulated

market where the objective of the utility in unit commitment

A. K. Bikeri, School of Electrical, Electronic, and Information Engineering,
JKUAT (phone: +817040882005; e-mail: adlinebikeri@gmail.com).

C. M. Maina, Department of Electrical and Power Engineering, TUK (e-
mail: cmainamuriithi@gmail.com).

P. K. Kihato, School of Electrical, Electronic, and Information Engineering,
JKUAT (e-mail: pkihato@jkuat.ac.ke).

is the minimization of operating cost, in the deregulated

environment, the objective of the GENCO is the maximization

of profit. This has led to what is now referred to as Profit Based

Unit Commitment (PBUC) in deregulated markets [5].

Numerous methodologies for solving both the traditional

UC and PBUC problems have been proposed in literature.

These methodologies can be classified as classical methods

and non-classical methods. Classical methods include Priority

Listing, Dynamic Programming, Branch and Bound, Mixed In-

teger Programming, and Lagrangian Relaxation (LR) [5], [6].

Non-classical methods include Genetic Algorithms, Particle

Swarm Optimization, Artificial Bee Colony, Muller method

among others [7], [8]. There have also been proposals for

hybridization of some of these methods taking advantage of

the strengths of two or more methods to provide a more

effective solution algorithm [9]–[11]. A comprehensive review

of these methods can be found in [3], [4], [12]

Despite the numerous efforts to solve what is a very

complex optimization problem over the past few years, a

number of research gaps still exist [4]. This paper formulates

the PBUC problem incorporating reserve payments and as well

as spot market energy prices. A solution methodology for

the PBUC optimization problem is then developed. Here, a

hybrid of the Lagrangian Relaxation (LR) and Particle Swarm

Optimization (PSO) algorithms is used to determine an optimal

UC schedule including constraints of having to meet bilaterally

agreed energy supply commitments.

Lagrangian Relaxation (LR) is chosen since is currently

the most commonly used approach in the solution of the

UC problem. However, several methods for updating the

Lagrange multipliers have been proposed. The Particle Swarm

Optimization (PSO) algorithm is one such method and is

implemented in this paper. The biggest challenge with the PSO

algorithm lies in the proper selection of the various weighting

factors that largely determine the algorithm’s performance.

Thus, apart from just implementation of the PSO algorithm,

parameters selection is also addressed in this paper.

The rest of the paper is organized as follows: Section II

introduces the LR and PSO procedures and their application

in the solution of optimization problems. Section III outlines

the PBUC problem formulation while Section IV explains

the proposed solution methodology. In Section V, simulation

results on a test IEEE system are presented including section

of PSO parameters, analysis of the obtained optimal solution,

algorithm convergence performance, and computation time.

Finally, paper conclusions are given in Section VI.
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II. LAGRANGIAN RELAXATION AND PARTICLE

SWARM OPTIMIZATION

The Lagrangian relaxation (LR) method for solving an

optimization problem works by incorporating complicated

constraints of the problem into the objective function us-

ing penalty terms known as Lagrange multipliers [13]. The

Lagrange multipliers penalize violations of the correspond-

ing constraints and by systematically updating these penalty

factors, an optimal solution of the original problem can be

determined. In practice, the modified (relaxed) optimization

problem is usually simpler to solve than the original problem

hence the application of the method.

The quality of the solution obtained via LR strongly depends

on the algorithm used to update the Lagrangian multipliers.

Traditionally, gradient based methods have been used but more

recently, one or more of the heuristic methods have been

applied in an effort to improve the quality of the solution [13],

[14].

Particle Swarm Optimization (PSO) is a population based

stochastic optimization technique simulating the natural ani-

mal’s behavior to adapt to the best of the characters among

entire populations like bird flocking and fish schooling [15].

Since it’s inception in the mid 90’s, PSO has been widely

applied by researchers in various optimization applications

including the solution of the UC problem [7]. In simple terms,

a population (swarm) of processing elements called particles,

each of which representing a candidate solution forms the basis

of computation in the PSO algorithm. A possible solution

to the existing optimization problem is represented by each

particle in the swarm. A population of random solutions is

used to initialize the PSO algorithm and optima are searched

by updating the solution in each iteration (epoch).

During a PSO iteration, every particle moves towards its

own personal best solution that it achieved so far (pBest),

as well as towards the global best (gBest) solution which

is best among the best solutions achieved so far by all

particles present in the population. This is done in a random

manner ensuring that the algorithm throughly searches the

solution space. After a certain pre-set number of iterations

(generations), the particle with the global best solution is

stored as the optimal solution to the optimization problem.

III. PBUC PROBLEM FORMULATION

The PBUC problem is formulated as as a maximization of

a GENCO’s profit by deciding an optimal unit commitment

schedule based on expected energy and reserve prices. The

GENCO’s bilateral contract commitments are also considered.

The objective function and the operational constraints are

given in the following subsections. The variables in the various

equations are shown in Table I.

A. Objective Function

Profit (PF ) is defined as the difference between revenue

(RV ) obtained from sale of energy and reserve∗ and the total

∗Revenue from other ancillary services could be included in a similar
manner.

TABLE I
NOMENCLATURE

h hour index

i generator index

j PSO particle index

k iteration number index

H number of scheduling hours

J number of PSO particles

K maximum number of PSO algorithm generations

N total number of generators

PF GENCO Profit

RV GENCO Revenue

RV h
p revenue from energy sales (MWh) at hour h

RV h
r revenue from reserve sales at hour h

TC GENCO Costs

FCh
i fuel cost of generator i at hour h

SCh
i start up cost of generator i at hour h

ai, bi, ci constant for fuel cost curve of generator i

γi start up cost of generator i

αh
s unit price for spot market energy sales at hour h

αh
b

unit price for bilateral contracts energy sales at hour h

αh
r unit price for reserve capacity sales at hour h

Ph
b

power supply for bilateral contracts at hour h

Ph
i power output from generator i at hour h

Pmin
i , Pmax

i minimum and maximum outputs of generator i respectively

RUi, RDi ramp up and ramp down limits of generator i respectively

κ factor for contract of differences

Uh
i state of generator i at hour h

λh
j,k

Lagrange Multiplier for particle j at hour h for iteration k

Λj,k Set of Lagrange Multipliers for particle j at iteration k

vh
j,k

velocity of particle j at hour h for iteration k

Vj,k Set of velocities for particle j at iteration k

pBestj Personal best solution of particle j

gBest Global best solution for all particles

w1, w2, w3 weighting factors corresponding to the particle’s previous

velocity, personal best position and global best position

respectively

r1, r2 random numbers in [0 1]

operating cost (TC) of the GENCO. The objective function

of the PBUC problem is then given as:

Maximize PF = RV − TC (1)

1) GENCO Revenue: RV is given by:

RV =

H
∑

h=1

(

RV h
p +RV h

r

)

(2)

Revenue from the energy market at a given hour RV h
p is

calculated as:

RV h
p = αh

bP
h
b +αh

s

(

N
∑

i=1

Ph
i − Ph

b

)

+κ
(

αh
s − αh

b

)

Ph
b (3)

The first term in (3) represents revenue from bilateral con-

tracts, the second term represents revenue from the energy

sold at the spot market, while the third term represents revenue

from contracts of differences.

Contracts of differences (cfds) are usually included in

bilateral contracts to compensate suppliers and consumers
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for differences between the bilaterally agreed prices and the

prevailing market price. A cfd factor of κ = 0 would mean

that the GENCO sells power in the bilateral market at the

bilaterally agreed price even if the market price is higher

(no compensation) while a cfd factor of κ = 1 essentially

means that the GENCO sells power in the bilateral market at

the prevailing market price (full compensation). A value of

κ = 0.5 is adopted in this paper.

Revenue from sale of reserve at hour h is given by:

RV h
r = αh

r

N
∑

i=1

(

Pmax
i − Ph

i

)

(4)

2) GENCO Costs: TC is a sum of fuel costs (FC) and

start up costs (SC) for all generators over the entire scheduling

period. This is given as:

TC =

H
∑

h=1

N
∑

i=1

(

FCh
i + SCh

i

)

(5)

where

FCh
i = ai + biP

h
i + ci

(

Ph
i

)2
(6)

SCh
i = γi

(

1− Uh−1

i

)

Uh
i (7)

B. Operational Constraints

GENCO operational constraints are given as:

(a) Power balance for bilateral contracts

N
∑

i=1

Ph
i ≥ Ph

b ∀h (8)

(b) Generation limit constraints

Uh
i P

min
i ≤ Uh

i P
h
i ≤ Uh

i P
max
i ∀i, ∀h (9)

(c) Ramp up constraints

Ph
i − Ph−1

i ≤ RUi ∀i, ∀h (10)

(d) Ramp down constraints

Ph−1

i − Ph
i ≤ RDi ∀i, ∀h (11)

(e) Minimum up time

Uh
i = 1 if U t

i − U t−1

i = 1, for h = t, ..., t+MUT − 1
(12)

(f) Minimum down time

Uh
i = 0 if U t−1

i − U t
i = 1, for h = t, ..., t+MDT − 1

(13)

Constraints (9)-(13) are similar to the traditional UC formu-

lation [3]. However, constraint (8) indicates that the GENCO’s

total generation must be greater than its bilateral contracts

commitments. This is in contrast with the traditional case

where generation must equal total system demand and losses.

Unlike the traditional UC formulation, there is no spinning

reserve constraint as this is not the GENCO’s responsibility.

The GENCO only gets payments for supplying part of the

reserve. Revenue from reserve sales is therefore added to the

objective function.

Fig. 1. PBUC solution algorithm using LR-PSO

IV. SOLUTION METHODOLOGY

A. PBUC Solution Algorithm

The basic structure of the solution algorithm for solving

the PBUC problem using LR and PSO is shown in Fig.

1. Basically, a Lagrangian function is formed by relaxing

constraint (8) into the objective function. This is because it

is the only constraint that couples the units. Possible solutions

to the relaxed problem are then randomly generated and

iteratively solved using a two-step process.

The first step involves solving the relaxed problem for

each possible solution (sets of Lagrange multipliers). With

the relaxation, optimal schedules of individual generation

units can be easily determined by breaking down the relaxed

function into subproblems for each unit. A 2-state dynamic

programming code is implemented to find an optimal UC

schedule for each unit given a set of Lagrange multipliers.

The second step involves updating of the possible solutions

(particles) using the PSO algorithm. This is done iteratively

for a number of pre-set iterations (maximum number of PSO

generations). The two steps are outlined in the following

subsections.

B. Solution of the Relaxed Problem

Constraint (8) – the power balance for bilateral contracts –

is the only constraint that couples the generating units and is

therefore relaxed by being included in the objective function

to form the Lagrangian function L as:

L = RV − TC −
H
∑

h=1

λh

(

Ph
b −

N
∑

i=1

Ph
i

)

(14)

The relaxed problem is therefore the maximization of L

subject to constraints (9) to (13).
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To maximize L with respect to Ph
i in (14):

∂L

∂Ph
i

= 0 ∀i, h (15)

i.e.

∂L

∂Ph
i

=
(

αh
s − αh

r

)

−
(

bi + 2ciP
h
i

)

+ λh = 0 (16)

hence

Ph
i =

αh
s − αh

r + λh − bi

2ci
(17)

The following procedure is thus used to solve the relaxed

PBUC problem for a set of Lagrange multipliers: Λ =
{λ1, λ2, . . . , λH}.

Step 1: Get input data (generator cost data, hourly price data,
Lagrangian multipliers)

Step 2: Set i = 1

Step 3: Set h = 1

Step 4: calculate Ph
i from (17)

Step 5: check for generator limit constraints
if Ph

i > Pmax
i set Ph

i = Pmax
i

if Ph
i < Pmin

i set Ph
i = Pmin

i

Step 6: check the ramp up and ramp down constraints and change
Ph
i accordingly

Step 7: check the minimum up time and minimum down time
constraints and change Ph

i accordingly
Step 8: determine the optimal UC schedule using 2-state dynamic

programming
Step 9: h = h+ 1. If h ≤ H go to Step 4. Else go to Step 10

Step 10: i = i+ 1. If i ≤ N go to Step 3. Else go to Step 11
Step 11: Calculate total revenue, costs and profits

Step 12: Store the results (UC status for all generators, scheduled

power, profit)

C. Lagrange Multipliers Update via Particle Swarm Optimiza-

tion

The PSO algorithm is used to update the Lagrange Mul-

tipliers to determine the set that provides the best results.

A particle represents a candidate solution which is a set of

Lagrange Multipliers – one for each hour of the scheduling

horizon. For a scheduling period of H hours, the jth particle

after k iterations Λj,k = {λ1
j,k, λ

2
j,k, λ

3
j,k, . . . , λ

H
j,k} represents

a position in the H-dimension solution space. The particle also

has an associated velocity Vj,k = {v1j,k, v
2
j,k, v

3
j,k, . . . , v

H
j,k}

which represents a direction in which the particle is moving

in the solution space.

The PSO algorithm moves the particles around the solution

space after each iteration in a search for the best possible

solution. The particle position update follows two “best”

positions: pBest and gBest. pBestj is the jth particle’s

personal best solution found so far while gBest is the entire

population’s global best solution (the best amongst the various

pBests).

At each iteration, the velocity of each particle is updated

using†

Vj,k+1 = w1Vj,k + w2r1 (pBestj − Λj,k)

+ w3r2 (gBest− Λj,k) (18)

†see variable definitions on the nomenclature list in Table I.

The position is then updated using the move equation:

Λj,k+1 = Λj,k + Vj,k+1 (19)

The following procedure is used to solve the PBUC problem

updating candidate solutions (sets of Lagrange Multipliers)

using the PSO algorithm:
Step 1: Randomly initialize J particles (candidate solutions)
Step 2: set k = 1

Step 3: set j = 1

Step 4: Solve the relaxed PBUC problem for the jth particle and
determine the corresponding GENCO profit PFj,k

Step 5: If k = 1, set pBestj = PFj,k

else if PFj,k > pBestj ; set pBestj = PFj,k

Step 6: j = j + 1.
If j < J go to step 4. Else go to step 7

Step 7: Determine gBest as:
gbest = max{pBest1, pBest2, . . . , pBestJ}

Step 8: set j = 1

Step 9: Update the velocity of particle j using (18)
Step 10: Update the position of particle j using (19)
Step 11: j = j + 1.

If j < J go to Step 9. Else go to Step 12

Step 12: k = k + 1

If k ≤ K go to Step 3. Else STOP

V. SIMULATION RESULTS

A. Test System

The algorithm is tested for a GENCO with 54 thermal

units. The generator data is adapted from the IEEE 118-

bus test system and obtained from http://motor.ece.iit.edu/data/

PBUCData.pdf. The GENCO’s own load (bilateral market

commitment) is assumed to be constant at 3,500 MW with

PEAK and OFF-PEAK prices as shown in Table II.

B. Selection of PSO Parameters

The quality of the solution obtained from the PSO algorithm

is largely dependent on the values of the parameters used.

Parameter selection is done in this paper by trying various

combinations of the weighting factors w1, w2, and w3 in (18).

w1 was varied from 0.25 to 1.0 in steps of 0.25 while w2 was

varied from 1.0 to 3.0 in steps of 0.5. w3 was set using the

formula: w2 + w3 = 4 as suggested in literature [15]. These

settings give 20 different combinations of the PSO parameters

TABLE II
PRICE DATA

Hour Energy Reserve Bilateral Hour Energy Reserve Bilateral

Price Price Price Price Price Price

1 29.23 2.00 30.00 13 57.01 2.77 56.00

2 26.40 1.70 30.00 14 54.42 2.87 56.00

3 22.47 1.27 30.00 15 63.12 2.92 56.00

4 21.07 1.12 30.00 16 65.59 3.32 56.00

5 23.16 1.35 30.00 17 67.24 3.23 56.00

6 30.86 2.18 30.00 18 63.87 2.97 56.00

7 31.56 2.17 30.00 19 55.61 2.96 56.00

8 47.39 2.34 56.00 20 52.55 2.73 56.00

9 49.70 2.51 56.00 21 47.55 2.35 30.00

10 52.10 2.69 56.00 22 39.69 1.76 30.00

11 55.35 2.94 56.00 23 37.00 1.57 30.00

12 55.50 2.95 56.00 24 30.51 1.16 30.00
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as shown in table III. In each case, the number of particles

was set to J = 20 and the number of PSO iterations was set

to K = 500. The Lagrange multipliers were initialized to take

random values ranging from 0 to 50. The velocity was however

not restricted so that the final value of the Lagrange multipliers

could be any positive real number. For each combination of

PSO parameters, 10 different trials of the PSO algorithm were

run and the solutions analyzed.

The maximum profit, average profit, and minimum profit

from each combination of PSO parameters was determined

and the results are shown in Fig. 2. From Fig. 2, it is seen

that the 12th combination of PSO parameters (w1 = 0.75;

w2 = 1.5; and w3 = 2.5) provides the best results. Hence, for

the simulations in this paper these values are chosen as the

PSO parameters.

C. Optimal Solution

1) Unit Commitment: The Unit Commitment schedule for

the best solution amongst all the trials carried out is shown

in Fig. 5. The horizontal axis represents the scheduling hour

while the vertical axis refers to the unit number. A single box

in the grid therefore indicates whether a unit is ON (shown

in red) or OFF (shown in white). The results show that some

of the units e.g. 27 and 45 are ON throughout the day while

others such as 33 and 46 are OFF throughout the day. Most

of the units are ON or OFF depending on the market price at

a given hour.

2) Optimal Power Schedule: Fig. 3 shows the total commit-

ted generation for the 24 hours and the GENCO’s own load

from the UC schedule of Fig. 5. It also indicates the day’s

total profit as $2,355,259. From Fig. 3, the total scheduled

power from the LR-PSO algorithm is always greater than the

TABLE III
PSO PARAMETER SETS

Set No. w1 w2 w3 Set No. w1 w2 w3

1 0.25 1.00 3.00 11 0.75 1.00 3.00

2 0.25 1.50 2.50 12 0.75 1.50 2.50

3 0.25 2.00 2.00 13 0.75 2.00 2.00

4 0.25 2.50 1.50 14 0.75 2.50 1.50

5 0.25 3.00 1.00 15 0.75 3.00 1.00

6 0.50 1.00 3.00 16 1.00 1.00 3.00

7 0.50 1.50 2.50 17 1.00 1.50 2.50

8 0.50 2.00 2.00 18 1.00 2.00 2.00

9 0.50 2.50 1.50 19 1.00 2.50 1.50

10 0.50 3.00 1.00 20 1.00 3.00 1.00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2.15

2.2

2.25

2.3

2.35

2.4
x 10

6

PSO parameters

P
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fi
t 

[U
S

D
]

Best solution
Average solution
Worst solution

Fig. 2. PSO Parameter Sets Performance

GENCO’s load. There is no deficiency in meeting the bilateral

contract agreements hence the value of the Energy Not Served

(ENS) is indicated as zero. Should there be a deficiency in

meeting the total committed schedule, the value of ENS will

be greater than zero. The value of ENS = 0 is ensured by

penalizing a result in which ENS > 0 when determining the

pBest and gBest value in the PSO algorithm.
3) Optimal Values of Lagrange Multipliers: Fig. 4 shows

the resulting values of the Lagrange Multipliers corresponding

to the schedule shown in Fig. 5. It is observed that the LMs

are larger for durations of low market price (hrs 0 to 8) and

when the market price is lower than the bilateral contract price

(hr 14, 20, 21). In these cases, it is relatively expensive to

participate in the spot market but it is necessary to generate

power to meet bilateral contract commitments. During the

periods of relatively high spot market price and when the

spot market price is higher than the bilaterally agreed price,

constraint (8) is met and there is no need to add a penalty

factor hence the value LM = 0.
4) Solution Convergence and Computation Time Analysis:

Fig. 6 shows the evolution of the best solution (value of gBest)

as well as the computation time against the algorithm iteration

number. It is seen that after about 300 iterations, the optimal

solution does not change much hence it is sufficient to say that

500 iterations are enough for the current problem size. The

solution time increases linearly with the number of iterations

hence increasing the number of iterations would only increase

the computation time without significantly improving the best

solution.

VI. CONCLUSION

A solution methodology that combines the Lagrangian

relaxation technique with the heuristic particle swarm opti-

mization techniques to solve the profit based unity commit-

ment problem for GENCOs in deregulated markets has been
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Fig. 3. Optimal GENCO Total Power Generation Schedule
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Fig. 5. Unit Commitment Schedule Corresponding to the Optimal Solution

0 50 100 150 200 250 300 350 400 450 500
2.1

2.2

2.3

2.4

Iteration

P
ro

fi
t 

[$
 ×

 1
0

6
]

Optimal Solution
Simulation Time

0 50 100 150 200 250 300 350 400 450 500
0

100

200

300

T
im

e
 [

s
e
c
]

Fig. 6. Analysis of solution convergence and computation time

proposed in this paper. The problem has been formulated

including a constraint setting the minimum GENCO output

at a given hour as the bilaterally committed generation for the

hour. The parameters w1 = 0.75, w2 = 1.5, and w3 = 0.25
have been chosen based on an assessment of the performance

of various combinations of PSO parameters in the solution

of the PBUC problem. An implementation for a GENCO

with 54 thermal units shows the effectiveness of the proposed

methodology.
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